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2. Results

The complete results of survival prediction can be found
in Tab. S1. These results confirm that our model has a con-
sistent improvement compared to the baselines and across
different architectures.

3. Baseline Implementation Details

For the implementation of the baselines, we used the of-
ficial repository of Patch-GCN!, which also included the
implementation for the DeepSet, Attention MIL, and DGC
methods. However, we added our own implementation of
Variance MIL based on the Attention MIL. The hyperpa-
rameters were set to the suggested values in the paper [1],
and we used the NLL loss [2] as suggested.

For the HIPT model, the pre-trained weights and model
implementation were both taken from the official repository.
A loss function similar to the one we used for our model
(NLL loss) was used to train an MLP on top of the repre-
sentation produced by the pre-trained model.

D-PCC (Density Preserving Deep Point Cloud Compres-
sion) was adapted from the official repository 2. However,
we added a middle layer at the bottleneck of the architecture
to predict the hazards. Then, the model was trained using
both the NLL and density preserving loss of the original
model.

The DGCNN and PointNet were both included in the
https://github.com/WangYueFt/dgcnn repository, which we
used for our experiments.

For the HGSurvNet [4] we have done our implementa-
tion of the code as the source code for this paper was not
published at the time of writing this manuscript.

Uhttps://github.com/mahmoodlab/Patch-GCN
Zhttps://github.com/yunhe20/D-PCC

4. Patient Risk Stratification Details

To stratify the patients, we took the median value of the
predicted hazard for each patient across the 3 folds, result-
ing in a single predicted hazard for each patient. The hazard
threshold was set to the nth quantile value of the collected
hazards for all patients, where n is the ratio of the censored
patients (patients who have survived). Finally, the patients
are broken into low- and high-risk cohorts in comparison to
this threshold.

5. Patient Stratification Curves

The survival curves for the TCGA-OV dataset can be
found in S2. For the survival curves of the other datasets,
please refer to the main text.

6. Cellular Graph Heatmap Visualization

We generated cellular graph heatmaps of our model for
a set of low- and high-risk patients and visualized them in
Figs. S3 and S4, respectively. Importantly, our model fo-
cuses more intently on areas of tumor epithelium with high
tumour-infiltrating lymphocyte density in low-risk cases.
This observation aligns with previous immunohistochemi-
cal, genomic, and transcriptomic studies that have shown
better clinical outcomes in tumour-infiltrating lymphocyte-
rich high-grade serous ovarian cancers [3, 4]. Conversely,
in high-risk cases, our model displays a propensity to allo-
cate attention toward dispersed tumor cells in areas without
tumour-infiltrating lymphocytes.
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Type Method Feature Extractor ~ Parameters ‘ HGSOC | HGSOC2
P [ Clndex (D RMST(7) SRD@I0() P-valic(l) | Clndex ()  RMST()) SRD@I0 () P-value (1)
DecnSet ResNet34 395K | 0.475+0.020 1.06 —4.6% 0.52 0.505 %+ 0.019 1.29 +0.7% 0.04
P ResNet50 395K | 0.512+0.038 0.66 ~8.9% 0.53 0.446 + 0.204 0.58 +0.7% 0.86
Patch-Based Attention MIL ResNet34 657K | 0.541 +0.040 1.88 +11.9% 0.05 0.535 + 0.025 1.52 +3.4% <0.01
ch-Bas ! ResNet50 657K 0.546 + 0.017 1.41 —5.0% 0.12 0.510 + 0.131 0.61 +6.1% 0.12
Variance ML ResNet34 789K | 0.53940.051 0.86 +3.5% 0.51 0.518 4+ 0.017 1.49 +6.9% <0.01
ResNet50 789K | 0.549+0.015 1.39 —5.9% 0.37 0.505 + 0.143 0.59 +3.4% 0.37
bGC ResNet34 658K | 0.502+0.074 1.55 +3.7% 0.41 0.524 4 0.017 1.27 +0.7% 0.05
ResNet50 789K | 0.549+0.015 1.43 —3.7% 0.81 0.466 + 0.177 0.56 ~0.2% 0.59
Patch.GCN ResNet34 13M | 0.52240.086 0.75 —4.4% 0.93 0.531 £ 0.017 1.49 +6.1% <0.01
ResNet50 1.3M | 0.492+0.058 0.60 ~11.9% 0.24 0.482 + 0.167 0.56 +3.4% 0.39
HIPT Hierarchical VIT ~ 24M 0.477 £ 0.034 0.66 +1.6% 0.51 0.486 % 0.007 0.95 +3.3% 0.45
PoiniNet ResNet34 710K | 0.513+0.033 118 +12.2% 0.16 0.500 % 0.012 0.77 —8.2% <0.01
Point Cloud-Based  DGCNN ResNet34 LM | 0.519+0.027 0.73 —3.9% 0.64 0.506 + 0.022 111 +5.3% 0.15
DPCC ResNet34 17M 0.505 £ 0.040 0.67 —6.5% 0.36 0.514 % 0.025 114 +5.7% 0.21
CO-PILOT (Ours) ResNet34 356K | 0.568+0.027 229 +12.6% <001 |0558+0.033 161 +10.2% <0.01
Table S1: Survival prediction performance comparison of our model with all the baselines on two datasets.
1.0 .
3 — Low Risk
N —— High Risk
208 \m
v \ P-value: 0.03
8 W Low Risk Median Time: 49.47
T0.6 \ High Risk Median Time: 36.30
2
E [
504 Ly RS
2 ‘—\L‘—
&‘5 R
0.2 ==
00 0 50 100 150
Time (month)
Figure S2: TCGA-OV patient stratification survival curve
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(c) Low-risk sample 2 tissue (d) Low-risk sample 2 heatmap

Figure S3: Cellular graph heatmap visualization of two low-risk cases



(c) High-risk sample 2 tissue (d) High-risk sample 2 heatmap

Figure S4: Cellular graph heatmap visualization of two high-risk cases



