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In this supplementary document we provide some more results of our proposed method, higher resolution images and
comparisons against other methods.

1. Qualitative Comparisons
Fig. 1 shows real image editing results of our method with comparison to baseline models. When editing the pose, we can

inspect evidence of glasses in Sefa [3] and StyleFlow [1]. This suggests that those attributes are somewhat entangled. We
can also inspect inferior image quality when all attributes are changed at once. Since our latent directions are orthogonal, by
definition, changes within a subspace do not affect other subspaces. When performing multiple edits, this results in sharper
images with less artifacts.
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Figure 1. Real image editing comparison between our method and InterfaceGAN [2], Sefa [3] and StyleFlow [1]. On the right-most column
we apply all previous edits at once.
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2. Multi-Directional Edits
To demonstrate our multi-directional edits we first inverted real images into the latent space of StyleGAN. Then we chose

different vectors inside a subspace to edit each image. The results are shown in Figs. 2 to 4.

Input Edits In Gender

Figure 2. Multi-directional gender editing of real images. Each row displays different edits in the associated subspace.



Input Edits In Age

Figure 3. Multi-directional age editing of real images. Each row displays different edits in the associated subspace.

Input Edits In Race

Figure 4. Multi-directional race editing of real images. Each row displays different edits in the associated subspace.



3. Comparison to StyleFlow
We compare our diverse edits results to StyleFlow as it outperforms all other baselines. The results are shown in Fig. 5.

Different edits of our method are shown in Columns (a)-(c). We can observe the attributes manifest in various ways with each
edit. Looking at gender, we can see that (b) and (c) better preserve the original hairstyle, while (c) also control facial hair.
Changes in age may be expressed in hair color, hairstyle and facial wrinkles. Additionally, when comparing our results, we
notice better preservation of unmodified attributes. For example, in the first two rows, our images preserve the original smile
better than StyleFlow.
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Figure 5. Multi-directional editing of real images in full resolution (1024×1024) and comparison to StyleFlow. Columns (a)-(c) represent
edits in different directions inside the corresponding subspace (gender and age), allowing for rich and diverse edits.



4. Outside the Domain Editing
Here we display additional editing results of images outside the FFHQ dataset. These include paintings and old photogra-

phy. Our model can generalize and perform diverse editing on images outside the training set. The results can be seen in the
figure below.
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Figure 6. Additional human face editing results. Editing of images outside of the domain of StyleGAN.
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