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Our supplementary materials contain the following:

1. Our full CountBench dataset (image urls and captions)
is provided as a json file in the supplementary zip file.
Sample examples are included in this document.

2. Implementation details and hyperparameter setting of
our method, described in Sec. 3 in the paper.

3. Extended results of our count-based image retrieval ex-
periment, reported in Sec. 5.2 in the paper.

4. General (non-counting) image retrieval results, extend-
ing our analysis in Sec. 5.3 in the paper.

5. Additional details about our count-aware image gener-
ation, described in Sec. 5.5 in the paper, including the
implementation details, evaluation protocol and addi-
tional results.

1. CountBench benchmark
Our full CountBench dataset (image urls and captions) is

provided as a json file in the supplementary zip file. Sample
examples for each number (“two2 ´ “ten2) are shown in
Figs. 6 to 14. As seen, the images vary in resolution and
aspect ratios, and the captions vary in length. In order to
evaluate the diversity of the in-the-wild captions in Count-
Bench we (a) manually extracted the words describing the
counted object in each caption, then (b) automatically asso-
ciated these words with categories from MS-COCO dataset,
according to the cosine distance in CLIP text embedding
space. Table 1 reports counting accuracy for the 20 most
prevalent classes (81% of the benchmark). Our model con-
sistently outperforms the base models by a large margin,
across all categories.

In addition, Fig. 1 presents examples of samples filtered
out by our filtering pipeline. While the captions indeed
specify numbers, the numbers relate to dates, addresses etc.
rather than counts of objects and are therefore not suitable
as counting data.

“Westie iPhone 
5 Case”

“Eastpak 
Estuche ovalitri, 
5 x 22 x 9 cm”

“My five
Cambridge friends”

“Ten minutes 
walk to village”

“Antarctica is now 
melting three times 

faster than ever"

“Coventry have 
been deducted 
ten points”

Figure 1. Examples of image captions where the numbers
are NOT related to object counts. These are automatically
filtered-out by our method. In all above examples the numbers
indicated in the caption do not refer to an actual object count.
Numbers often specify measures, versions, dates, time, written
numbers in the image, or numbers that refer to things not visi-
ble in the image.

2. Implementation details

Models. We tested our method with two classes of state-
of-the-art VLMs: BASIC [5] and CLIP [6], in order to ver-
ify its robustness to different architectures (Sec. 5.1 in the
paper). For CLIP, we experiment with both CLIP-B/32 and
CLIP-L/14 configurations, as they are both widely used in
recent work. For BASIC, we experiment with BASIC-S.

Training. We finetune all models for 20K steps using a
cosine schedule with an initial learning rate of 5e´6 and a
batch size of 32,768. Our method introduces two additional
hyperparameters: the portion p P r0, 1s of the batch size
dedicated to the counting subset, and the weight λ of our
counting loss Lcount. We empirically chose p “ 1

32 and
λ “ 1, based on our ablation below. We deploy a linear
warm-up on λ for the first 10,000 steps.

1



Class person book train clock bird chair pizza cap wine glass dog bottle cake knife sheep bowl apple cat sports ball bear car

# samples 117 70 28 27 26 24 16 16 14 13 13 12 9 9 8 8 8 7 7 7
Baseline CLIP 0.38 0.17 0.25 0.41 0.42 0.25 0.12 0.44 0.29 0.23 0.31 0.25 0.11 0.44 0.12 0.12 0.12 0.57 0.57 0.29
Ours 0.70 0.73 0.82 0.77 0.85 0.87 0.75 0.56 0.86 0.86 0.69 0.75 0.77 0.88 0.75 0.62 0.62 0.86 0.86 0.57

Table 1. Counting accuracy on CountBench for prominent categories The samples in CountBench are divided into the categories from
MS-COCO. As can be seen, our model performs well across all categories.

Dataset p “ 1
32 p “ 1

8 p “ 1
4

CountBench 75.93 70.19 69.81

ImageNet 64.06 64.11 63.96
CIFAR10 60.65 61.69 63.04
CIFAR100 33.56 33.74 34.01
Caltech101 82.36 83.58 83.51
EuroSAT 37.69 39.07 41.56
Food101 80.53 80.59 80.80
ImageNetA 29.81 30.84 30.60
ImageNetR 70.30 70.15 69.98
ImageNetV2 56.62 56.54 56.37
Oxford Pets 87.41 87.14 86.64
Oxford Flowers 67.39 67.21 67.91

Table 2. Ablation of hyperparameter p. p denotes the fraction of
the batch size dedicated to samples from the counting subset. As
the subset is significantly smaller than the entire curated dataset
we found that large values for p lead to overfitting.

Hyperparameters. We empirically set our hyperparame-
ters p P r0, 1s and λ used in our method, by comparing the
performance of models trained with different weightings on
CountBench. As shown in Tab. 2, large portions p result
in lower accuracy due to overfitting to the counting training
set, which is relatively small compared to the the general
image-text training set. Therefore, we set p “ 1

32 . Table 3
reports accuracy on CountBench for different choices of the
weight λ of the counting-loss. As can be seen, setting λ “ 1
results in the highest counting accuracy. A lower value of
λ “ 0.1 results in lower counting accuracy, implying that
it does not sufficiently incentivize the model to regard the
object counts. Larger values (i.e λ “ 5, λ “ 10) seem to
cause overfitting to the objects in the training data.

3. Additional count-based retrieval results

We provide extended qualitative results for the count-
based image retrieval task, described in Sec 5.2 in the paper.
Figure 2 presents the top-5 retrieved images using the orig-
inal CLIP model and our counting-aware CLIP model for
prompts that specify the number of objects. As can be seen,
as the numbers grow larger, the baseline often retrieves im-
ages with arbitrary numbers of objects, and tends to retrieve

Dataset λ “ 0.1 λ “ 1 λ “ 5 λ “ 10

CountBench 69.44 75.93 73.15 72.59

ImageNet 64.50 64.06 63.84 63.53
CIFAR10 63.20 60.65 63.79 63.82
CIFAR100 34.51 33.56 35.35 34.15
Caltech101 84.39 82.36 81.82 81.76
EuroSAT 39.48 37.69 39.93 42.20
Food101 80.73 80.53 80.33 79.98
ImageNetA 31.67 29.81 29.55 29.45
ImageNetR 70.92 70.30 69.87 69.77
ImageNetV2 56.70 56.62 56.30 56.09
Oxford Pets 87.65 87.41 87.79 86.97
Oxford Flowers 67.00 67.39 65.33 65.90

Table 3. Ablation of the auxilary loss weight λ We ablate differ-
ent weights for the auxilary loss. We found λ “ 1 to work best, as
lower values lead to suboptimal results and higher values cause
overfitting.

Image Ñ Text Text Ñ Image
R@1 R@5 R@10 R@1 R@5 R@10

CLIP 53.0 78.4 85.6 38.6 65.0 74.9
Ours 52.3 77.1 85.1 37.3 64.5 73.4

Table 4. General (non-counting) text-based image retrieval
on COCO dataset. “R@N” denotes Top-N retrieval accuracy
(whether the retrieved image/caption corresponds to its query cap-
tion/image, respectively). Retrieval results of our counting-aware
CLIP on general (non-counting) tasks are on par with the CLIP
baseline.

the same images for several different requested numbers.
This further demonstrates that the baseline model mostly
focuses on the existence of the requested object in the im-
age, rather than their count. In contrast, our counting-aware
model retrieves images that depict accurate object counts in
most cases.

4. Zero-shot non-counting image retrieval
A key property of our method is that it preserves the

original non-counting capabilities of the model, as demon-
strated through our performance in a various zero-shot clas-
sification tasks (Sec 5.3 in the paper). To further validate
our performance on non-counting tasks, we evaluate our
method on general text-based image retrieval on the COCO
dataset [4]. Table 4 reports the results for the baseline CLIP
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Figure 2. Top-5 count-based retrieval. Text-to-image retrieval results for different counts of objects; retrieved images with correct count
are marked with a green border, while images with incorrect counts are marked in red. The images in each row are ordered according to
their similarity scores (descending scores from left to right). The images retrieved by our model are significantly more accurate than the
original CLIP model, especially for counts higher than three.



and our counting-aware CLIP. As can be seen, our counting-
aware CLIP performs on par with the CLIP baseline, which
further confirms the preservation of CLIP’s non-numeric ca-
pabilities.

5. Count-Aware Image Generation
We next provide further details and additional evaluation

for the task of text-conditioned image generation (Sec. 5.5
in the paper).

Training. We train Imagen [7] models from scratch for
500K steps with a batch size of 512 on 64 TPUv4 chips.
We employ the Adam [3] optimizer with a cosine learning
rate schedule where the peak learning rate is 1e´4, as in [7].
We replace the central-cropping used in [7] with padding to
prevent mismatch between the image content and the count
indicated in the caption. We set 3% of each batch to contain
samples from our counting set. As the number of objects in
the image determined by the 64ˆ64 model, we do not train
the 256 ˆ 256 and 1024 ˆ 1024 super-resolution models,
as they do not affect the number of objects in the generated
image.

Evaluation. We extend the evaluation reported in Sec.
5.5 in the paper to evaluate the model on captions with
larger numbers of objects. We construct an additional
set of prompts by creating all possible combinations of
“tnumberu tlabelu” where number P t“two”, .., “ten”u

and label is one of the class labels of CIFAR-10 dataset [1].
This process, which is illustrated in Fig. 4, results in 90 dis-
tinct text prompts.

For each text prompt, we generate 12 images using a
DDPM sampler [2] with different random seeds, resulting
in a total of 1296 images. We manually count the number
of instances of the requested object contained in each gen-
erated image, and compare it to the number specified in the
prompt.

Results. Table 5 reports results for the full set of prompts
(including the one form DrawBench [7] used in the paper).
In addition to counting accuracy, we also report the mean
deviation of the predicted number from the correct number:
MAE “ 1

N

řN
i“1 |gti ´ predi|, where N is the number of

prompts we use for evaluation, and for each sample i, gti is
the number specified in the caption and predi is the number
of requested objects in the generated image. While accu-
racy tells how often the models are wrong in the number of
objects they generate, the MAE metric quantify how wrong
they are.

As can be seen in Tab. 5, the counting accuracy of the Im-
agen model trained with our counting-aware CLIP is around
2ˆ better than the results of the Imagen model trained with

prompts from DrawBench CIFAR-10 class labels
Accuracy Ò MAE Ó Accuracy Ò MAE Ó

Baseline CLIP 24.12 0.94 20.00 3.32

Ours 40.35 0.81 50.18 1.09

Table 5. Text-conditioned image generation evaluation. We
compare an Imagen model conditioned on the baseline CLIP
against a model trained with our counting-aware CLIP. We evalu-
ate the models on prompts from the DrawBench counting category
and prompts created from CIFAR-10, as described in Sec. 5. We
report both accuracy and MAE. As can be seen, our model is sig-
nificantly superior to the baseline in both metrics.

Figure 3. Qualitative comparison of generated images. We
compare an Imagen model trained with the original CLIP model
against an Imagen model trained with our counting-aware CLIP.
The images are generated using textual prompts created from
CIFAR-10 class names (as described in Sec. 5).

the baseline CLIP, indicating that is betters follows the num-
ber requested in the caption. Our method also achieves
lower MAE, indicating that when the model generates the
wrong number of objects it still comes much closer to the
desired number than the baseline.

We also provide additional qualitative results. Figure 3
shows a qualitative comparison between images generated
with our method and the baseline. As can be observed,
while the baseline model occasionally generates the cor-
rect number of objects, our method produces specific counts
of objects more reliably. Fig. 5 presents additional images
generated with the Imagen model trained with our counting-
aware CLIP for prompts that specify the number of objects.
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Figure 4. An overview of the prompt generation pipeline. As detailed in Sec. 5, we create a set of captions containing the numbers
“two”, .., “ten” and the class labels from CIFAR-10. (a) Each combination of number and class label is used to create a text prompt (b)
We use the Imagen models to generate images based on the text prompt and measure accuracy and MAE.



“{} 
sunflowers.”

“{} mushrooms
in the forest.”

“{} easter
eggs.” “{} dogs.” “{}

cupcakes.”
“{} aquarium

fish.”

Figure 5. Images generated with the Imagen model trained with our counting-aware CLIP. For each of the caption templates at the
top we inject numbers between “two” and “ten”. The images generated conditioned on these prompts are ordered according to the injected
number, such that the top-most images contain two objects and the bottom images contain ten objects.



Figure 6. Sampled images from CountBench labeled as “two”.
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Figure 7. Sampled images from CountBench labeled as “three”.



Figure 8. Sampled images from CountBench labeled as “four”.

Figure 9. Sampled images from CountBench labeled as “five”.



Figure 10. Sampled images from CountBench labeled as “six”.

Figure 11. Sampled images from CountBench labeled as “seven”.



Figure 12. Sampled images from CountBench labeled as “eight”.

Figure 13. Sampled images from CountBench labeled as “nine”.



Figure 14. Sampled images from CountBench labeled as “ten”.


