SupFusion: Supervised LiDAR-Camera Fusion for 3D Object Detection

1. Implementation Details

Training Settings. We implement the MVXNet [4],
PV-RCNN-LC [3], Voxel-RCNN-LC [1f], and SECOND-
LC [5] based on pytorch on 8 Tesla A100 GPUs. Here,
the PV-RCNN and Voxel-RCNN are the lidar-based de-
tections, we follow VFF [2], which is a state-of-the-art
LiDAR-Camera fusion method based on PV-RCNN and
Voxel-RCNN on KITTI benchmark to obtain the correspond-
ing multi-model detectors. We also re-conduct SECOND-LC
based on BEVFusion fusion strategy and SECOND lidar de-
tector on nuScenes benchmark. The detector and optimizer
settings including voxel size, epoch, and learning rate (LR)
follow the open-sourced code and are shown in Tab.

Table 1: Detectors and optimizers settings

Detector Voxel Size Epoch LR

MVXNet [0.05, 0.05, 0.1] 40 0.003
PV-RCNN-LC [0.05, 0.05, 0.1] 80 0.05
Voxel-RCNN-LC | [0.05, 0.05, 0.1] 80 0.05

SECOND-LC [0.075, 0.075, 0.2] 20 0.0001

SupFusion. We employ the SupFusion training strategy
and the deep fusion module. In Tab. 3 in the paper, we con-
duct experiments based on three fusion strategies, including
sum, concat, and ours to indicate summation, concatenation,
and our deep fusion. For the model with summation fusion,
we directly add the lidar and camera features as the fusion
feature and feed it into the detection head for final predic-
tion. To employ our proposed SupFusion, we mimic the
fusion feature to the high-quality feature and then add it to
the original fusion features for the final prediction, which
is a simple residual module. The concatenation applys the
same strategy (how to train the baseline model and apply
SupFusion) as summation except for the fusion method. For
our deep fusion, as shown in Fig. 2 in the paper, we intro-
duce a 2D learner and a 2D3D learner to obtain the fusion
features, we prune the L;,, loss to conduct experiments
without SupFusion in Tab. 3.

2. Feature Visualization

We compare the feature map response on the nuScenes
dataset in Fig. [l We could observe that the background

regions of the image branch in cycle are alleviated,

and the object regions in
model with SupFusion.

cycle are highlighted by the
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Figure 1: Visualization results. The first column shows the raw sparse lidar data and the second column displays the enhanced
data. We show the feature maps of the assistant model, baseline model, and our SupFusion model following, respectively.
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