MOST: Multiple Object localization with Self-supervised Transformers for object discovery
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1. Effect of patch size

Due to its dense pixel wise outputs, we analyze the effect of patch size on unsupervised saliency detection in Table 1. We observe that a smaller patch size improves the F1 score but negatively effects the Jaccard index and accuracy for saliency detection.

2. Effect of kernel sizes

In Table 2, we show the effect of the kernel sizes in the pooling layers on the CorLoc performance on PASCAL VOC 2007 dataset. We observe that after kernel size 2, the performance of MOST is robust to different filter sizes. Due to longer runtimes, we use five filters of sizes \( k = 1 \ldots 5 \) for all the experiments.

3. Class agnostic object detection

Next, we evaluate MOST on the task of category agnostic object detection and report results in Table 3. We use the regions obtained from MOST on the VOC 2007, 2012 trainval sets and COCO20k train set as supervision to train class agnostic object detectors and report results on VOC 2007 trainval, VOC 2007 test, VOC 2012 trainval and COCO minival splits. We use DINO’s pretrained weights as initialization to train the object detectors with same hyper-parameters as [1]. We observe consistent improvements across all training and validation sets. When trained on VOC2007, MOST improves upon LOST by 0.91/2 AP/AP_{50} points averaged across all the validation sets. On VOC 2012, MOST improves upon LOST by 0.38/0.69 points across all validation sets. Margin of improvement is larger when trained on COCO20k, a more cluttered and complex dataset than VOC 2007 and 2012, where it improves upon LOST by 1.30/2.68 mAP points across all the validation sets.

4. Experiments on COCO dataset

We train a Faster R-CNN style class agnostic (CAD) and class aware (OD) detectors on the 80k images of COCO 2014 train images and report results in Table 4 and 5 respectively. We use the DINO [2] Resnet [3] 50 weights as initialization and train the detector for 48000 iterations with a batch size of 16 and an initial learning rate of 0.02 on 8 gpus with SynchBatchNorm. The learning rate is dropped at 36000 and 44000 iterations respectively. We add an extra BatchNorm layer for the ROI head after conv5, i.e. Res5ROIHeadsExtraNorm layer in detectron2. To the best of our knowledge, ours is the first work to report results on COCO 2014 train set.

5. Qualitative results

In this section, we show additional qualitative results.

5.1. Object Localization

We show the results of object localization using MOST on PASCAL-VOC 2007, 2012 and COCO20k datasets in Fig. 1-3 respectively. In contrast to recent transformer based object localization and discovery methods [1, 4], MOST can localize multiple objects per image and can do so, without a single round of training. MOST has the potential to localize objects like poles, windows, wall arts and bulletin boards etc. which are typically not in the vocabulary of common object detection datasets [5, 6].
5.2. Effect of clusters

In Figures 4, 5 we show the bounding box generated from a cluster, i.e. pool of MOST on PASCAL VOC 2007 and COCO20k datasets respectively. MOST automatically identifies the number of clusters, each of which identifies an object and then localizes them without human intervention.

5.3. Effect of patch size

In this section, we compare the outputs of MOST using ViT-S/16 [7] and ViT-S/8 [7] backbones. In Fig. 6, each row consists of three pairs of images. In each pair, the left and right images show the output of MOST using a ViT-S/16 and ViT-S/8 backbone respectively. From row-1,2 we can see that MOST with ViT-S/8 backbone can localize smaller objects which were missed by the backbone with a larger patch size. This comes at the cost of noisier outputs as shown in row-3 of Fig. 6.

5.4. Saliency Detection

MOST can easily be extended for the task of unsupervised saliency detection. We choose the object identified by the largest pool as the salient object and demonstrate results on ECSSD [8], DUTS [9] and DUT-OMRON [10] datasets in Figures 8-10 respectively. Each row shows two examples of input and the output of MOST. In each example, the first image is the input, the second image is the mask generated using the largest pool, i.e. the output. The third image is the output mask when all the pools are used and the fourth image is the ground truth. When only one salient object exists in the input (row-1 of Fig. 8-10) using all the pools results in segmenting non salient objects. In the presence of multiple instances of the salient object (row-2 of Fig. 8-10), picking the largest pool results in segmenting only a single instance. Finally, in row-3 of Fig. 8-10, we show some failure cases of MOST. Since all the three datasets consists of a majority of images with a single instance, we choose the mask generated from the largest pool as our output.

5.5. Object detection

In Fig. 7 (left) we show the result of object discovery using the output of MOST on VOC 2007 test set. We use K-Means to cluster the regions into 20 clusters and train a Faster R-CNN [11] style detector. Similarly, in Fig. 7 (right) we show the results a Faster RCNN detector with 80 clusters on COCO minival set.

Table 1: Impact of patch size on unsupervised saliency detection on ECSSD, DUTS and DUT-OMRON datasets

<table>
<thead>
<tr>
<th>Backbone</th>
<th>ECSSD</th>
<th>DUTS</th>
<th>DUT-OMRON</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>max F3</td>
<td>IoU</td>
<td>Acc (%)</td>
</tr>
<tr>
<td>ViT-S/8</td>
<td>81.2</td>
<td>0.95</td>
<td>88.2</td>
</tr>
<tr>
<td>ViT-S/16</td>
<td>79.1</td>
<td>0.63</td>
<td>89.0</td>
</tr>
</tbody>
</table>

Table 2: Effect on kernel size on CorLoc on VOC07 trainval. Column header [a-b;c] - interval [a,b] with increments of c

<table>
<thead>
<tr>
<th>Filter size</th>
<th>[1-2;1]</th>
<th>[1-3;1]</th>
<th>[1-4;1]</th>
<th>[1-5;1]</th>
<th>[2-7;2]</th>
<th>[1-9;2]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CorLoc</td>
<td>72.50</td>
<td>72.50</td>
<td>74.82</td>
<td>74.78</td>
<td>74.84</td>
<td>74.50</td>
</tr>
</tbody>
</table>

Table 3: Results on class-agnostic object detection: Comparison of MOST with recent works on class-agnostic object detection. We train Faster R-CNN models on VOC 2007, 2012 trainval and COCO20k train splits and report results on VOC2007, VOC2012 trainval, VOC2007 test and COCominival splits.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Trainval</th>
<th>COCO20k</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AP</td>
<td>9.38</td>
<td>79.10</td>
</tr>
<tr>
<td>AP50</td>
<td>11.09</td>
<td>82.10</td>
</tr>
</tbody>
</table>

Table 4: Results of OD trained on COCO 2014 train split. Results reported in mAP

<table>
<thead>
<tr>
<th>Train</th>
<th>COCO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test</td>
<td>VOC07</td>
</tr>
<tr>
<td>Trainval</td>
<td>12.55</td>
</tr>
<tr>
<td>Test</td>
<td>12.81</td>
</tr>
</tbody>
</table>

Table 5: Results of OD trained on COCO 2014 train split. Results reported in mAP

<table>
<thead>
<tr>
<th>Train</th>
<th>COCO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clusters</td>
<td>80</td>
</tr>
<tr>
<td>AP</td>
<td>3.89</td>
</tr>
<tr>
<td>AP50</td>
<td>9.23</td>
</tr>
</tbody>
</table>

References


Figure 1: Object localization on PASCAL-VOC 2007.

Figure 2: Object localization on PASCAL-VOC 2012.

Figure 3: Object localization on COCO20K.
Figure 4: Results on the effect of clusters on PASCAL-VOC 2007.

Figure 5: Results on the effect of clusters on COCO20k.

Figure 6: **Effect of patch size**: Each row illustrates three pairs of images showing results of MOST using ViT-S/16 (left) and ViT-S/8 backbones respectively. MOST with ViT-S/8 backbone can localize smaller objects but results in noisier outputs.


Figure 7: Multi-object discovery (MOST + OD). Predictions performed by the class-aware detector on COCO minival (left) and VOC07 test (right). Each class is denoted with a different color.

Figure 8: Unsupervised saliency detection on ECSSD [8] dataset using MOST.

Figure 9: Unsupervised saliency detection on DUTS [9] dataset using MOST.

Figure 10: Unsupervised saliency detection on DUT-OMRON [10] using MOST.


