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A. Experiments with Transformer Parameters
Adaptation

We evaluate the performance of TTA-IQA by updating
transformer parameters for better adaptation. For TReS [3]
and MUSIQ [5], we incorporate the transformer as a part
of feature extractor. Thus, only the last fully connected
(FC) layer works as the quality regressor. Current litera-
ture [6] shows that layer normalization (LN) parameters of
transformers are a good choice for test time adaptation. In
the case of vision transformer, the CLS token is also used
for adaptation. Table 6 shows the performance on all four
datasets by optimizing various parameters using the com-
bination of rank and group contrastive loss. We observe
that adaptation of transformer parameters alone gives a per-
formance equivalent to the adaptation of the batch normal-
ization (BN) parameters of convolutional neural network
(CNN) backbone. Thus, it is possible to update models that
only use a transformer and achieve significant gains using
TTA.

B. Visualizing Images that Justify Need for
Both Rank and GC Loss

In Section 4.4, we justify the need for both the rank and
GC loss for effective TTA. Here we give a few visual ex-
amples of images corresponding to that analysis. In Fig-
ure 7, we observe that the images have very poor quality.
Hence, distorting these images further creates distorted ver-
sions that have perceptually indistinguishable quality rat-
ings. On the other hand, Figure 8 shows similar quality im-
ages. Here, as the images have almost similar visual quality,
it is difficult to form two different quality groups based on
pseudo-labels given by the source model.
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C. Performance of TTA-IQA on Other
Databases

C.1. Performance evaluation with synthetic
database as source database

In the main paper, we reported performances where
the source model is trained on camera captured LIVEFB
[8] database and tested on various authentic and synthetic
databases. In Table 7, we provide more such evaluations
with respect to different intra and inter domain compar-
isons. In particular, we present results when TReS [3] is
trained on LIVE FB and evaluated on more intra domain
datasets such as SPAQ [1] and LIVEC [2]. We also present
results when TReS is trained on a synthetic dataset such
as LIVE-IQA [7] and tested on authentic as well as other
datasets containing restored images. We observe that TTA-
IQA gives a reasonable performance gain over the baseline
even when there is domain shift between source (synthetic)
data and target (authentic) data.

C.2. Performance on Low-Light Restorted
Database

To understand the impact of larger domain shifts, we also
evaluate on a new database DSLR [4], where images cap-
tured in low light are restored via various image restora-
tion algorithms. Since novel distortions are generated while
restorting such low-light images, we evaluate the perfor-
mance of TTA-IQA with source database as LIVEFB and
target datasbase as DSLR database. We see that TTA-IQA
helps improve the performance of most of the methods.
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Table 6: Comparison of TTA-IQA using popular transformer based NR IQA methods on authentically and synthetically
distorted datasets.

Train on LIVEFB LIVE-IQA
Test on PIPAL KonIQ-10k SPAQ LIVEC PIPAL CID2013 KonIQ-10k LIVEC

Baseline 0.385 0.652 0.707 0.726 0.402 0.519 0.521 0.563
TTA-IQA 0.428 0.658 0.755 0.728 0.449 0.523 0.522 0.565

Table 7: SRCC performance evaluation of TTA-IQA with TReS backbone trained on LIVE-IQA database

TRES MUSIQ HYPER-IQA META-IQA
Baseline 0.535 0.404 0.496 0.591
Rotation 0.529 0.425 0.479 0.540

TTA-IQA 0.586 0.450 0.493 0.608

Table 8: SRCC performance analysis of TTA-IQA on
DSLR database.
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Figure 7: Examples of highly distorted images in which GC loss is more effective than rank loss

Figure 8: Examples of similar quality images in which rank loss is more effective than GC loss


