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1. Second order optimisers
In this section we give details on various second order optimisers that were discussed in the paper. Namely, we will give
details for Newton’s method, the Newton Conjugate Gradient method (Newton CG), the BFGS algorithm, L-BFGS algorithm
and K-FAC algorithm.

1.1. Newtons Method

Given an objective function f ofn variables, the second order Taylor series around a fixed point x0 is given by

f(x) ≈ f(x0) + (x− x0)∇f(x0) +
1

2
(x− x0)TH(x0)(x− x0), (1)

where H(x0) denotes the Hessian of f at the point x0. Differentiating equation (1) and solving for a critical point x∗ gives

x∗ = x0 −H(x0)
−1∇f(x0). (2)

The Newton algorithm performs (2) iteratively as its update step

xt+1 = xt −H(xt)
−1∇f(xt) (3)

to move the function towards its global minimum. In the case that f is convex, convergence to a global minimum is guaranteed
[5], however if f is non-convex then convergence is not guaranteed. Futhermore, the algorithm requires the storing of the
full Hessian of f at each iteration making it have computational complexity O(n3) [5]. The general algorithm is shown in
algorithm 1.

Algorithm 1 Newton’s Method

Require: initial point x0
while stopping criterion not met do

g ← ∇f
H ← ∇2f
x← x−H−1g

end while

1∗Equal contribution. Correspondence to: Hemanth Saratchandran <hemanth.saratchandran@adelaide.edu.au>, Shin-Fang Chng
<shinfang.chng@adelaide.edu.au>. Source code available at https://github.com/sfchng/curvature-aware-INRs.git
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1.2. Newton Conjugate Gradient (Newton CG)

The main disadvantages of Newton’s method is the high computational complexity involved in computing and storing the
inverse Hessian of the objective function. The key idea of the Newton CG method is that one can avoid direct computation
of the Hessian by following so called conjugate directions. In this way, it can be seen as an optimiser that is in-between
Newton’s method and first order gradient decent.
In various gradient decent algorithms, a line search is carried out to find the step size ϵ in the direction of the negative gradient.
This leads to an adaptive step size, that is optimal at each iteration, and thus can lead to faster convergence. However, there
is a disadvantage of such an approach to the step size of gradient decent. If we let f denote the objective function and define
gt = ∇f(xt) to be the gradient at iteration t. Then a line search will seek to minimise f in the direction of −gt. Once the
line search terminates the following equations holds

−gt · ∇f = 0. (4)

The search direction at iteration t + 1 is then the gradient at the point where the line search at iteration t terminated. This
implies gt ·gt+1 = 0. In other words, future search directions are orthogonal. This has the effect that the minimum in previous
gradient directions is not preserved, undoing the previous work the algorithm did to find the minimum direction. Thus the
algorithm has to re-minimise the objective function f in previous directions. In other words, by following the gradient at the
end of each line search, we are undoing progress we made in the direction of the previous line search.
The main point of Newton CG is to solve the above orthogonality problem. Let us denote the search direction at iteration t
by dt. The point of Newton CG is to choose a search direction at iteration t that satisfies

dt = −∇f + βtdt−1 (5)

where βt is a parameter that determines how much of the previous search direction we should add back to the current
direction. Two direction dt and dt−1 are said to be conjugate if the following holds: dTt Hdt−1 = 0, where H denotes the
Hessian matrix. By picking the parameter βt appropriately, the conjugate condition can be enforced. The two most common
ways of choosing βt are:

1. Fletcher-Reeves:

βt =
∇θf(θt)

T∇θf(θt)

∇θf(θt−1)T∇θf(θt−1)
(6)

2. Polak-Ribière:

βt =
(∇f(θt)−∇f(θt−1))

T∇f(θt)
∇f(θt−1)T∇f(θt−1)

. (7)

In the experiments in the main paper we used Newton CG with the Polak-Ribière method.

Algorithm 2 Newton’s Conjugate Gradient

Require: initial point θ0
ρ0 ← 0
g0 ← 0
t← 1
while stopping criterion not met do
Choose mini-batch of examples {x(i), y(i)}mi=1 randomly

gt ← ∇f
compute βt via Polak-Ribière method

ρt ← −gt + βtρt−1

Line search: ϵ∗ ← argminϵ
1
m

∑m
i=1 f((x

(i); θt + ϵρt), y
(i))

θt+1 ← θt + ϵ∗ρt
end while



1.3. Broyden-Fletcher-Goldfarb-Shanno Algorithm (BFGS)

The BFGS algorithm seeks to achieve the advantages of Newton’s method without the computational complexity of com-
puting the exact Hessian. Such methods are known as Quasi-Newton methods. The main problem with Newton’s method is
the calculation of the Hessian, which has complexity O(n2) for an objective function of n parameters, and the inversion of
the Hessian, which has complexity O(n3). The main idea of a Quasi-Newton method is to approximate the Hessian without
explicitly calculating all the second derivatives and having to do an inversion.
The approach of the BFGS algorithm is to iteratively compute a positive definite matrix approximation Mt to the inverse
Hessian. The motivation for the approach comes from considering a quadratic model for the objective function f

Qt(p) = ft +∇fTt p+
1

2
pTMtp (8)

whereMt is a positive definite matrix that will be updated at each iteration t. A simple computation shows thatQt(0) = ft(0)
and∇Qt(0) = ∇ft(0). The minimiser of the above problem is given by pt = −M−1

t ∇ft, and is used as the search direction
for the next iterate, which is given by

xt+1 = xt + αtpt (9)

where the step length αt is chosen so that it satisfies the Wolf conditions

f(xt + αtpt) ≤ f(xt) + c1αt∇fTt pt (10)

∇f(xt + αtpt)
T pt ≥ c2∇fTt pt. (11)

The BFGS method then imposes the following condition on Mt

Mt+1st = yt (12)

where
st = xt+1 − xtand yt = ∇ft+1 −∇ft. (13)

Equation (12) is known as the Secant equation. Given the displacements st and the change of gradients yt, the secant
equation requires that the symmetric positive definite matrix Mt+1 maps st into yt. This will happen only if st and yt satisfy
the curvature condition:

sTt yT > 0. (14)

When the objective function f is strongly convex the curvature condition is always satisfied for any two points xt+1 and xt.
However, when f is not strongly convex the curvature condition will not always hold and needs to be explicitly enforced.
This is done by enforcing conditions on the line search conditions that choose the step length α.
When the curvature condition (14) is satisfied. An approximation Mt to the inverse Hessian of f at xt is given by the closed
form formula

Mt+1 = (I − ρtstyTt )Mt(I − ρtytsTt ) + ρtsts
T
t . (15)

All that is required is for the initial approximation M0 to be chosen. In general, there is no exact method for choosing the
initialisation M0. In general, one chooses M0 based on specific information about the problem or one simply sets it to be a
multiple of the identity.

Algorithm 3 BFGS algorithm

Require: initial point x0, convergence tolerance ϵ and initial inverse Hessian approximation M0

t← 0
while ||∇ft|| > ϵ do

compute search direction: pt = −Mt∇ft
set xt+1 = xt + αtρt where αt is computed from a line search procedure to satisfy the Wolf conditions (10).
Define st = xt+1 − xt and yt = ∇ft+1 −∇ft.
Compute Mt+1 by means of (15);
t← t+ 1

end while



1.4. Limited memory BFGS (L-BFGS)

One of the disadvantages of the BFGS algorithm is that in order to compute the Hessian inverse approximation, Mt+1, at
iteration t+ 1 it is required to use the previos Hessian inverse approximation Mt at iteration t. This means at each iteration,
the Hessian inverse approximation from the previous iteration must be stored in memory. Since the inverse Hessian Mt will
generally be a dense matrix, the cost of storing it and manipulating it will be prohibitive.
The main point of L-BFGS is to circumvent this memory issue of BFGS by storing a modified version ofMt at each iteration,
that requires much less memory. As in the BFGS algorithm, we define

st = xt+1 − xtand yt = ∇f(xt+1)−∇f(xt). (16)

Assume the last m updates of the pairs {st, yt}mt=1 are stored. The L-BFGS algorithm starts with an initial approximation at

iteration t given by M0
t = γtI , where I is the identity matrix and γt =

sTt−1yt−1

yT
t−1yt−1

. Define a sequence of m scalars ρi by

ρi =
1

yTi si
(17)

for t−m ≤ i ≤ t. The L-BFGS algorithm is given in Algorithm 4.

Algorithm 4 L-BFGS algorithm

Require: initial point x0, convergence tolerance ϵ
t← 1
while stopping criterion not met do

q ← ∇f(xt)
for i = t− 1, · · · , t−m do

αi ← ρis
T
i q

q ← q − αiyi
end for
Compute γt
M0

t ← γtI
z ←M0

t q
for i = t−m, · · · , t− 1 do

βi ← ρiy
T
i z

z ← (αi − βi)si
end for
xt+1 ← xtϵz
t← t+ 1

end while

1.5. Kronecker-Factored Approximate Curvature (K-FAC)

K-FAC is a second order algorithm for neural networks that seeks to approximate the Hessian matrix in Newton’s method
via the Fisher information matrix F [4]. Since the Fisher information matrix is in general a dense matrix, F is further
approximated by a block diagonal matrix, where each block is obtained from information from each layer of the neural
network.
Let f denote the objective function we wish to minimise. The Gauss-Newton matrix G of f is a common approximation of
the Hessian H of f defined by

G = ∇f∇fT . (18)

Note that this is sometimes written in the form G = JTJ , where J = ∇fT is the Jacobian of f . The Fisher information
matrix F is defined as the expected value of G

F = E(G) ≈ E(H). (19)

Given a neural network with l layers, F will be a block diagonal matrix with l × l blocks. Each block F̃ij of F is given by

E(∇wif ⊗∇wjf) (20)



where i and j are layers in the network and wi the parameters in layer i. Each block is then approximated by

E(∇wif ⊗∇wjf) ≈ E(ãi−1(ãj−1)T )⊗ E(δi(δj)T ) (21)

where ãi is the activation values in layer i with an appended 1 in the last position of the vector i.e. (ãi)T = [(ai)T 1]. This
is done as we are treating the weights and biases of the network together. The terms δi arise from standard backpropogation
formulas.
The K-FAC algorithm uses a sparse representation of F and therefore only takes into account the diagonal blocks of F and
sets the other blocks to zero. The diagonal blocks E(ãi−1(ãi−1)T )⊗E(δi(δi)T ) are called the Kronecker factors. In general,
updates in the Newton method involve the inverse Hessian. From the property (A⊗ B)−1 = A−1 ⊗ B−1 of the Kronecker
product, we see that we can invert the approximation of the Fisher information by simply inverting the diagonal blocks of F .
By abusing notation we shall denote the approximation to the Fisher information matrix, given by (21), by F .
The Gauss-Newton matrix is always positive semi-definite and this holds for F as well. However, in doing a Newton
type update it is desirable for the Hessian approximation matrix to always be positive definite so as to avoid saddle points.
Therefore, a damping factor of γ is implemented so that the Hessian approximation becomes F + γI . The update for the
K-FAC algorithm is then given by

xk+1 = xk − η(F + γI)−1∇xk
f (22)

where η is a pre-chosen learning rate. For more details on K-FAC and the pseudocode for the algorithm the reader is referred
to [4].

2. Theoretical Analysis
2.1. Analyzing the Hessian of a Coordinate Network

In this section we give details on matrix representations of the differential and Hessian of the MSE loss of a neural network,
trained with a fixed data set. We then use these representations to give a proof of lemma 4.1 and proposition 4.2 from the
paper.

2.1.1 Preliminaries

We start by setting up the notation we will be using. In general a coordinate MLP with L layers is formulated as a function
f : Rn0 → RnL defined by

f : x→ TL ◦ ψ ◦ TL−1 ◦ · · · ◦ ψ ◦ T1(x) (23)

where Ti : xi → Aixi + bi is an affine transformation with trainable parameters Ai ∈ Rni×nii , bi ∈ Rni , and ψi is a
non-linear activation acting component wise. The layer widths of the network are given by the numbers {n1, n2, . . . , nL}.
The number n0 is the input dimension and the number nL is the output dimension. The composition ψ ◦ Tk ◦ · · · ◦ ψ ◦ T1
gives the first k-layers of the neural network function.
In the coming discussion we will need to treat our weights and biases as one parameter vector. We do this as follows: The
input xi will be redefined to the column vector x̄i = (xTi , 1)

T . We will also define

Āi =

[
Ai bi
0 1

]
(24)

The affine transformation Ti will then be redefined to

Ti(x̄i) = Āix̄i =

[
Ai bi
0 1

][
xi
1

]
=

[
Aixi + bi

1

]
(25)

and the non-linearity will only act on all but the last component, thereby giving

ψ ◦ Ti(xi) =
[
ψ(Aixi + bi)

1

]
(26)

In this way we can treat the weights and biases as one parameter vector via equation (24). This does mean that to an input
data vector, we will have to adjoin a 1 after the last row, and it also means that our output will have one dimension more,
with the last value always being a 1. Furthermore, the size of the matrix in equation (24) is (ni +1)× (ni−1 +1) but strictly



speaking only (ni + 1)× ni−1 entries are trainable. This will not create any problems as in such a case differentiating with
respect to any of the non-trainable parameters will give zero, which will not affect the results of this section.
We will also fix our data sets once in for all. We assume we have a fixed data set (X,Y ) ∈ Rn0×N ×RnL×N which consists
of input data X ∈ Rn0×N and Y ∈ RnL×N the targets. X will be thought as having feature dimension n0 and the number
of training samples will be given by N . Thus we can think of (X,Y ) as a collection of training samples {(xi, yi}Ni=1, with
each pair (xi, yi) a training point.
Using the above notation we can view a coordinate MLP as a map

f : Rn0×N × Rp → RnL×N (27)

where p denotes the parameter dimension. In general, a parameter vector θ ∈ Rp will be written as θ = (θ(1), . . . , θ(L)),
where each θ(i) ∈ Rni×ni−1 corresponds to the parameters of the ith-layer, given by equation (24). Thus from now on we
combine the weights and biases as one parameter vector and assume that vector lives in Rni×ni−1 . Each such parameter θ(i)
represents a matrix of trainable weights given by:

θ(i) =

 θ(i)11 · · · θ(i)1ni−1

...
...

...
θ(i)ni1 · · · θ(i)nini−1

.


When we speak of the parameters of the ith-layer as a vector we will need to flatten such matrices. We will do so by flattening
each row to a column, thereby obtaining a column vector. Thus the above θ(i) will be flattened to the vector

V ec(θ(i)) = (θ(i)11, . . . , θ(i)1ni−1 , . . . , θ(i)ni1, . . . , θ(i)nini−1)
T . (28)

We will always assume such flattening of matrices has been done and will not explicitly use the vec notation. At times we
will have to go back and forth between the actual parameter matrix and its associated flattened vector. The context should
make it clear as to which representation we are dealing with.
In order to write the network f as a composition of its layers we will write f in the following form:

f = fL ◦ · · · ◦ f1 (29)

where for each 1 ≤ k ≤ L

fk : Rnk−1×N × Rnk×nk−1 × · · · × RnL×nL−1 → Rnk×N × Rnk+1×nk × · · · × RnL×nL−1 (30)

is the map defined by
fk(Z, θ(k), . . . , θ(L)) = (ψ(θ(k) · Z), θ(k + 1), . . . , θ(L))T . (31)

The quantity θ(k) · Z is the matrix in Rnk×N given by applying θ(k) viewed as a nk × nk−1 matrix acting on a nk−1 ×N
matrix Z. Furthermore, the latter entries (θ(k + 1), . . . , θ(L)) are all viewed as flattened vectors. This is an example of how
we have had to use parameters both in their matrix form and their flattened vector form.
Using (31), the map f1 is a map

f1 : Rn0×N × Rn1×n0 × · · · × RnL×nL−1 → Rn1×N × Rn2×n1 × · · · × RnL×nL−1 (32)

where Rn0 is the input space, the space in which our input data resides. As we will not be taking any derivatives with respect
to data, and our data set has already been fixed, we will make life easier by viewing

f1 : Rn1×n0 × · · · × RnL×nL−1 → Rn1×N × Rn2×n1 × · · · × RnL×nL−1 (33)

defined by
f1(θ(1), . . . , θ(L)) = (ψ(θ(1) ·X), θ(2), . . . , θ(L))T (34)

where X is our fixed input data in Rn0×N .
One final notation we introduce is the following. Given a matrix A ∈ Rm×n, viewed as a m × n matrix, we let Aj denote
the jth-row of A and Aj denote the jth column of A. With this notation, we observe the following: Given a parameter vector
θ(k) ∈ Rnk×nk−1 , viewed as a nk × nk−1 matrix, and a Z ∈ Rnk−1×N . The product θ(k) · Z is flattened to the vector

(θ1(k) · Z1, . . . , θ
1(k) · ZN , . . . , θ

nk · Z1, . . . , θ
nk · ZN )T

where each θj(k) is a row vector with nk−1 entries and each Zj is a column vector with nk−1 entries.



2.1.2 Proof of lemma 4.1

In this section we will primarily be concerned with derivatives of the MSE loss function with respect to parameters. We will
write the MSE loss function as:

L(θ) = 1

N

N∑
i=1

1

2
|f(xi, θ)− yi|2. (35)

Observe that the MSE loss can be written as the composition c ◦ f , where c is a convex cost function given by the average
squared error:

c : RnL×N → R (36)

defined by

c(z1, . . . , zN ) =
1

N

N∑
i=1

1

2
|zi − yi|2 (37)

where we remind the reader that our data set consists of point {(xi, yi}Ni=1, with each xi ∈ Rn0 and yi ∈ RnL .
With this notation we can easily see that the MSE loss is given by the composition c ◦ f . We now compute the differential of
the MSE loss function, from which a simple transpose gives the gradient. Observe that the loss function is a map

L : Rp → R (38)

and therefore its differential is a map
DL : Rp → Lin(Rp,R) ∼= Rp×1 (39)

where Lin(Rp,R) denotes the linear maps from Rp to R, which is linearly isomorphic to the space of 1× p matrices which
we can identify as Rp×1.
The chain rule gives DL(θ) = Dc(f(θ)) · Df(θ). Therefore, in order to compute the differential of the loss, it suffices to
compute the differential of the cost function c and the differential of the neural network function f .
The following proposition is an easy consequence of equation (37).

Proposition 2.1. Dc(Z) = 1
N (Z − Y ), where Y denotes the matrix of targets from our data set.

The next step is to compute the differential of the neural network Df . As we have already fixed our data set, and the
differential is taken with respect to parameters, the neural network function is a map

f : Rp → RnL×N . (40)

In order to compute the differential, we have to flatten the network f , which we do to a nLN × 1 column vector. The
differential will then be a map

Df : Rp → Lin(Rp,RnLN ) ∼= Rp×nLN . (41)

By equation (29), and the chain rule, we have that for a vector θ ∈ Rp

Df(θ) = DfL(fL−1 ◦ · · · ◦ f1(θ)) ·DfL−1(fL−2 ◦ · · · ◦ f1(θ)) · · ·Df2(f1(θ)) ·Df1(θ). (42)

We thus see that in order to compute the differential of the network f , it suffices by (42) to compute the differential of each
fk. We will introduce some notation that will help us write the differential Dfk in a convenient way.
We remind the reader that

fk : Rnk−1×N × Rnk×nk−1 × · · · × RnL×nL−1 → Rnk×N × Rnk+1×nk × · · · × RnL×nL−1

defined by
fk(Z, θ(k), . . . , θ(L)) = (ψ(θ(k) · Z), θ(k + 1), . . . , θ(L))T .

see (31). The element ψ(θ(k) · Z) is a matrix that has been flattened and can be expressed in the following way

ψ(θ(k) · Z) = (ψ(θ1(k) · Z1), . . . , ψ(θ
1(k) · ZN ), . . . , ψ(θnk(k) · Z1), . . . , ψ(θ

nk(k) · ZN ))T .



We then define
ψ(θj(k) · Z) = (ψ(θj(k) · Z1), . . . , ψ(θ

j(k) · ZN ))T .

We use the following notation to denote partial derivatives with respect to the space variable Z and the parameter variable
θ(j), for k ≤ j ≤ L. The partial derivative ∂

∂Z will denote derivatives with respect to the variable Z, and ∂
∂θi(j) will denote

derivatives with respect to the ith row of the parameter variable θ(j) for k ≤ j ≤ L. Thus for example, we have that

∂

∂Z
ψ(θj(k) · Z) =

(
∂

∂Z
ψ(θj(k) · Z1), . . . ,

∂

∂Z
ψ(θj(k) · ZN )

)T

. (43)

We have the following simple lemma

Lemma 2.2. ∂
∂Zj

ψ(θi(k)Zi) = 0 for all j ̸= i and ∂
∂θj(k)ψ(θ

i(k)Zi) = 0 for all for all j ̸= i.

Proof. The result follows immediately from noting that the term ψ(θi(k)Zi) does not depend on the variable Zj and θj(k)
for j ̸= i.

We now give a matrix formula for the differential of fk.

Proposition 2.3. The differential Dfk is a (Nnk + nk+1nk · · ·+ nLnL−1)× (nk−1N + nknk−1 + · · ·+ nLnL−1) matrix
given by the following representation

∂
∂Zψ(θ

1(k) · Z) ∂
∂θ1(k)ψ(θ

1(k) · Z) 0 · · · · · · 0 0 · · · · · · 0
...

...
...

...
...

...
. . .

. . .
∂
∂Zψ(θ

nk(k) · Z) 0 0 · · · · · · ∂
∂θnk (k)ψ(θ

nk(k) · Z) 0 · · · · · · 0

0 0 0 0 0 0 Ink+1nk
· · · 0

...
...

...
...

...
...

...
. . .

...
0 0 0 0 0 0 0 · · · InLnL−1


where Ii denotes an i× i identity matrix.

Proof. The matrix representation follows from a straight forward calculation of partial derivatives which we explain. First of
all we remind the reader that the image of fk is to be thought of as a flattened column vector, where remember that we flatten
each row to a column. By definition

fk(Z, θ(k), . . . , θ(L)) = (ψ(θ(k) · Z), θ(k + 1), . . . , θ(L))T .

We now observe that the terms θ(k + 1), . . . , θ(L) will give zero when we apply ∂
∂Z and ∂

∂θi(k) for 1 ≤ i ≤ nk. This
leads to the zeros in the bottom left of the big matrix. The term ψ(θ(k) · Z) will give zero when we apply the derivatives

∂
∂θ(k+1) , . . . ,

∂
∂θ(L) . This leads to the zeros in the top left of the big matrix.

The matrix representation of Dfk now follows from the derivatives ∂
∂Zψ(θ

i(k) · Z) and ∂
∂θ(k)ψ(θ

i(k) · Z), noting that by
lemma 2.2 we have that ∂

∂jθ(k)ψ(θ
i(k) · Z) = 0 for i ̸= j.

The proof of lemma 4.1 in the paper now follows by applying equation (42) and proposition 2.3.

2.1.3 Proof of proposition 4.2

The Hessian of the loss function L can be computed by applying the fact that L = c ◦ f and the chain rule. We will use the
notation D2L to denote the Hessian of the loss, which is to be thought of as the second differential of L.

Proposition 2.4. Given a point θ ∈ Rp we have that

D2L(θ) = Df(θ)T · ( 1
N
I) ·Df(θ) + 1

N
(f(θ)− Y ) ·D2f (44)

where 1
N I denotes the identity matrix with 1/N on its diagonal and recall that Y is a matrix consisting of the targets from

the fixed data set.



Proof. This follows by applying the chain and product rule to DL. Given a point θ, we have that

DL(θ) = Dc(f(θ)) ·Df(θ) (45)

Differentiating once more, and applying the chain and product rules, we get

D2L(θ) = Df(θ)T ·D2c(f(θ)) ·Df(θ) +Dc(f(θ)) ·D2f(θ). (46)

By proposition 2.1, we have that Dc(f(θ)) = 1
N (f(θ)− Y ) and then differentiating once more we get D2c(f(θ) = 1

N I and
the result follows.

Proposition 2.4 implies that in order to compute the Hessian of the loss, we need to compute the Hessian of the neural network
function.

Lemma 2.5. We have the following decomposition for the Hessian of f

D2f = (Df1)
T · · · (DfL−1)

TD2fL(DfL−1) · · · (Df1)
+ (Df1)

T · · · (DfL−2)
TDfLD

2fL−1(DfL−2) · · · (Df1)
+ (Df1)

T · · · (DfL−3)
TDfLDfL−1D

2fL−2(DfL−3) · · · (Df1)
+ · · ·+ (Df1)

TDfLDfL−1 · · ·Df3D2f2D
2f2(Df1)

+DfLDfL−1 · · ·Df2D2f1

Proof. The proof of this follows by induction on the layers.

Lemma 2.5 implies that in order to compute the Hessian of the neural network, we need to compute the Hessian and the
differential of each layer. The differential of each of the layers was already computed in proposition 2.3. We will now give a
matrix formula for the Hessian of each layer fk.
In order to compute the Hessian D2fk, we will flatten Dfk so that it is a map

Dfk : Rnk−1×N×Rnk×nk−1×· · ·×RnL×nL−1 → R(nk×N+nk+1×nk+···+nL×nL−1)(nk−1×N+nk×nk−1+···+nL×nL−1). (47)

Then for a point (Z, θ(k), . . . , θ(L)), we have that D2fk(Z, θ(k), . . . , θ(L)) will be a ((nk ×N + nk+1 × nk + · · ·+ nL ×
nL−1)(nk−1×N + nk × nk−1 + · · ·+ nL× nL−1))× (nk−1×N + nk × nk−1 + · · ·+ nL× nL−1) matrix. In fact, it can
be thought of as a collection of (nk ×N + nk+1 × nk + · · ·+ nL × nL−1) square (nk−1 ×N + nk × nk−1 + · · ·+ nL ×
nL−1)× (nk−1 ×N + nk × nk−1 + · · ·+ nL × nL−1) matrices stacked on top of each other.
Each such square matrix arises from the rows of the matrix representation ofDfk, see proposition 2.3. We start by computing
these square matrices.

Lemma 2.6. Given the matrix representation of Dfk in proposition 2.3 and 1 ≤ i ≤ nkN , we have that the derivative of the
ith-row of Dfk is given by

∂2

∂Z∂Zψ(θ
i(k) · Z) 0 · · · 0 ∂2

∂θi(k)∂Zψ(θ
i(k) · Z) 0 · · · 0

0 0 · · · 0 0 0 · · · 0
...

...
...

...
...

...
...

...
0 0 · · · 0 0 0 · · · 0

∂2

∂∂Zθi(k)ψ(θ
i(k) · Z) 0 · · · 0 ∂2

∂θi(k)∂θi(k)ψ(θ
i(k) · Z) 0 · · · 0

0 0 0 0 0 0 · · · 0
...

...
...

...
...

...
...

...
0 0 0 0 0 0 · · · 0


Furthermore if nkN < i ≤ nk+1×nk + · · ·+nL×nL−1 then the derivative of the ith-row of Dfk will be a matrix of zeros.



Proof. The proof follows by inspecting each row of the matrix representation of Dfk given in proposition 2.3. We observe
that if 1 ≤ i ≤ nkN , then the ith row of Dfk is given by[

∂
∂Zψ(θ

i(k) · Z) 0 0 · · · · · · 0 ∂
∂θi(k)ψ(θ

i(k) · Z) 0 · · · · · · 0
]

We then observe that the derivatives ∂
∂θj(k) of any element in the above row will be zero for j ̸= i as none of the elements in

the row depend on the variable θj(k) when j ̸= i. This means the only derivatives that could possibly be non-zero for such a
row will come from ∂

∂Z and ∂
∂θi(k) . This proves the first part of the proposition. To prove the second part, we simply observe

that the ith-rows of Dfk for nkN < i ≤ nk+1 × nk + · · · + nL × nL−1 have only one non-zero entry which will be a 1.
When differentiated with respect to any of the variables this will give zero, and thus we simply get the zero matrix for such a
row. This proves the second part of the proposition.

Using lemma 2.6, we can compute a full matrix representation of the Hessian of fk.

Proposition 2.7. A matrix representation of the Hessian of fk is given by

∂2

∂Z∂Zψ(θ
1(k) · Z) ∂2

∂θ1(k)∂Zψ(θ
1(k) · Z) 0 · · · 0 0 0 · · · 0

∂2

∂Z∂θ1(k)ψ(θ
1(k) · Z) ∂2

∂θ1(k)∂θ1(k)ψ(θ
1(k) · Z) 0 · · · 0 0 0 · · · 0

...
...

...
...

...
...

... · · ·
...

∂2

∂Z∂θnk (k)ψ(θ
nk(k) · Z) 0 0 · · · 0 ∂2

∂θnk (k)∂θnk (k)ψ(θ
nk(k) · Z) 0 · · · 0

0 0 0 · · · 0 0 0 · · · 0
...

...
...

...
...

...
... · · ·

...
0 0 0 · · · 0 0 0 · · · 0

∂2

∂Z∂θnk (k)ψ(θ
nk(k) · Z) 0 0 · · · 0 ∂2

∂θnk (k)∂θnk (k)ψ(θ
nk(k) · Z) 0 · · · 0

0 0 0 · · · 0 0 0 · · · 0
...

...
...

...
...

...
... · · ·

...
...

...
...

...
...

...
... · · ·

...
0 0 0 · · · 0 0 0 · · · 0
...


Proof. The proof follows by taking each square matrix from lemma 2.6 and stacking them on top of each other.

The goal of this section is to prove proposition 4.2 from the paper, which analyses the Hessian of a ReLU activated coordinate
network. In order to do this we will need to employ the theory of distributions. The reader who is not familiar with this theory
can consult the references [6], [7].
We will prove that derivatives of the ReLU function can be interpreted as distributions.

Proposition 2.8. 1. d
dxReLU(x) = H(x), where H is the step function centered at 0.

2. Viewing d
dxReLU(x) as a distribution, we have that d2

dx2ReLU = δ, where δ denotes a Dirac delta distribution
centered at 0.

Proof. By definition ReLU(x) = max(0, x), therefore for x < 0 is is clear that d
dxReLU(x) = 0. For x ≥ 0, we

have that ReLU(x) = x and therefore d
dxReLU(x) = 1 for such points. It follows that one can represent the derivative

d
dxReLU(x) = H(x) distributionally, with a discontinuity at the origin.
We move on to proving the second identity. Given a function f ∈ C∞

c (R) the distribution H is defined by

⟨H, f⟩ =
∫ ∞

∞
H(x)f(x)dx =

∫ ∞

0

f(x)dx.

The derivative of H is then given by (see [6] for preliminaries on derivatives of distributions)

⟨H ′, f⟩ = −⟨H, f ′⟩ = −
∫ ∞

0

f ′(x)dx = f(0) = ⟨δ, f⟩



where the second equality comes from the fundamental theorem of calculus and the fact that f is compactly supported. The
final equality follows by definition of the Dirac delta distribution. It thus follows that d2

dx2ReLU = δ as distributions.

We can now make a few observations. Given a ReLU activated coordinate network f , proposition 2.4 tells us that the Hessian
of the loss of such a network has two main components. The first given by first order derivatives of the network and the
second given by second order derivatives of the network. Lemma 2.5 shows us that by the chain rule, the Hessian of f is
determined by the Hessian of each layer fk together with various of derivatives of the layers fl for l ̸= k. We can now prove
proposition 4.2 from the paper.

Proof of proposition 4.2: From the above discussion we have that the Hessian of a ReLU activated coordinate network f
can be analysed by the derivatives and Hessian of each component layer fk. From proposition 2.7 and proposition 2.8 each
component of the Hessian of fk will contain a scaled Dirac delta distribution, centered possibly away from zero. Furthermore,
from proposition 2.3 and proposition 2.8 we see that each component of Dfk is a step function, possibly centered away from
zero. Finally, applying lemma 2.5 and proposition 2.4 we see that the Hessian of the loss of such a network will have terms
consisting of sums of Dirac deltas (possibly scaled and centered away from zero) and step functions (possibly centered away
from zero). This finishes the proof.

Caveat. In the above proof we used lemma 2.5 to represent the Hessian of the network in terms of the Hessian of its layers.
This representation involves matrix products of the Hessian with the differential of other layers. The differential will contain
step function components and the Hessian will contain Dirac delta components. When doing a matrix multiplication these
components will multiply together, producing terms that are products of step functions with Dirac delta terms. In the case that
the centre of the step function and the delta distribution coincide, this product cannot be given the structure of a distribution.
In general, the product of two distributions may not be a distribution, see [2], thus strictly speaking such products may not be
well defined. We will not worry about this technicality as the next paragraph explains that we can approximate the Hessian
of the layer by the zero matrix.
Since a Dirac delta distribution is almost everywhere zero, we see that the Hessian of a ReLU activated network is almost
everywhere zero. Using proposition 2.4, we see that for a ReLU coordinate network f , the Hessian of the loss can be well
approximated by Df(θ)TDf(θ). We now look at the the matrix representation in proposition 2.3 and make two important
observations. The first is that every column but the first one containt only one possible non-zero element given by a parameter
derivative or a 1 coming from an identity matrix. The second is that the first column contains Nnk possible non-zero
terms, all given by spatial derivatives with respect to Z. Thus we see that if one of the parameter derivatives of the form

∂
∂θi(k)ψ(θ

i(k) · Z) = 0, then the matrix will be rank deficient. If our network has coordinates drawn from a unit cube about
the origin and our parameters are initialised via a distribution centered at the origin, then we see it is likely that one of the
terms in Dfk will vanish for each layer, causing Df to be rank deficient, which in turn will cause the Hessian of the loss L
to be rank deficient.
The above predictions motivate a key reason for using non-traditional activations such as Sine or Gaussian. Both these
functions have derivatives that near zero either do not vanish or only vanish at the zero point. In contrast a ReLU function has
first order derivative that vanishes for all negative numbers and has second (and higher) order derivatives that vanish almost
everywhere.

2.2. Analyzing L-BFGS on a Coordinate Network

2.2.1 Proofs of Theorem 4.4 and 4.5

In this section, we give the proofs of theorems 4.4 and 4.5 from the main paper.

Proof of theorem 4.4: To prove 1, we observe that by Prop. 4.2 (from the main paper) there will be points of parameter
space where the Hessian will contain terms consisting of step functions and Dirac delta functions. Such terms are not
continuous. By the chain rule it follows that L is not twice continuously differentiable at every parameter point.
To prove 2, we observe that at a non-continuously differentiable minimum θ∗, the Hessian of L at θ∗ will not be continuous
at θ∗ by Prop. 4.2 (from the main paper). Hence it cannot be Lipshitz continuous locally about θ∗. By Thm. 4.3 (from the
main paper), it follows that superlinear convergence to θ∗ cannot be guaranteed.



Proof of theorem 4.5: To prove 1, we simply observe that a sine or Gaussian functions is twice continuously differen-
tiable. This implies that a sine-/Gaussian-activated coordinate network is twice continuously differentiable via the chain rule.
Another application of the chain rule, see the definition of L given in eqn. (2) from the main paper, implies 1 holds.
To prove 2, we first observe that since the second derivatives of a sine or Gaussian function is Lipshitz continuous, the chain
rule, and the formula for L, see eqn. (2) from main paper, implies that the Hessian H of L is Lipshitz continuous about a
neighbourhood of θ∗. Applying Thm. 4.3 (from the main paper) we find that the convergence rate is superlinear
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Figure 1: Total eigenvalue distribution of the Hessian of MSE loss for different networks, each with 4 hidden layers and 16
neurons, throughout training. ReLU- and ReLU-PE-activated network has 28% and 45% of its eigenvalues at 0, respectively.
In contrast, the smallest eigenvalue for Sine- and Gaussian-activated network is 5× 10−4 and 1× 10−12, respectively. This
highlights the superior conditioning of the Hessian of a sine- and Gaussian-activated network (no zero eigenvalues) compared
to a ReLU one (many zero eigenvalues).
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Figure 2: Total eigenvalue distribution of the Hessian of MSE loss for different networks, each with 4 hidden layers and
64 neurons, throughout training. ReLU and ReLU-PE has has 31% and 21% of its eigenvalues at 0, respectively. On the
other hand, the smallest eigenvalue for Sine- and Gaussian-activated network is 5× 10−9 and 1× 10−18, respectively. This
highlights the superior conditioning of the Hessian of a Sine- and Gaussian-activated network (no zero eigenvalues) compared
to a ReLU one (many zero eigenvalues).



3. Analyzing the Hessian During Training
In this section, we give empirical results on the Hessian of the loss of a coordinate network, offering a more in-depth study of
the results from Sec. 4.2 of the main paper and verifying empirically the predictions made from Sec. 4.1 of the main paper
and Sec. 2.1 of this supplementary.
We ran experiments to determine the conditioning of the Hessian of the MSE loss of different activated coordinate networks.
All networks were trained on a 50 × 50 image reconstruction task, with a full sampling scheme for 50 iterations. We
computed the eigenvalues of the Hessian of the MSE loss at each iteration throughout training. Experiments were carried out
for different depth, width and initialisation scheme. We observed with each experiment that the non-traditional activations
always had the Hessian of the loss having no zero eigenvalues, while the traditional activated networks had Hessians that
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Figure 3: Total eigenvalue distribution of the Hessian of MSE loss for different networks, each with 1 hidden layers and
512 neurons, throughout training. ReLU has 12% of its eigenvalues at 0, whereas ReLU-PE has the smallest eigenvalue
of 3 × 10−14. In contrast, the smallest eigenvalue for Sine- and Gaussian-activated network is 5 × 10−8 and 1 × 10−12,
respectively. This highlights the superior conditioning of the Hessian of a Sine- and Gaussian-activated network (no zero
eigenvalues) compared to a ReLU one (many zero eigenvalues).
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Figure 4: Total eigenvalue distribution of the Hessian of MSE loss for different networks, each with 4 hidden layers and
16 neurons, initliased using Xavier’s normal initialisation, throughout training. ReLU- and ReLU-PE-activated network
has 24% and 5% of its eigenvalues at 0, respectively. In contrast, the smallest eigenvalue for Sine- and Gaussian-activated
network is 1 × 10−4 and 1 × 10−12, respectively. This highlights the superior conditioning of the Hessian of a Sine- and
Gaussian-activated network (no zero eigenvalues) compared to a ReLU one (many zero eigenvalues).



admitted a large number of zero eigenvalues.
Fig. 1 shows the eigenvalues in a small neighbourhood of 0 of the Hessian of the loss of a 4-layer, 16-width neural network
with 4 different activations, Sine, Gaussian, ReLU-PE, ReLU. From the figure, we see that both the Sine and Gaussian
activated networks have no zero eigenvalues, showing that their loss functions have Hessians that are of full rank. In contrast,
both the ReLU-PE and ReLU networks have a large number of zero eigenvalues, showing that their loss functions have
Hessians that are rank deficient. For this experiment, the Sine activated network was initialised using Sirens initialisation
scheme, while all other networks were initialised using a Kaiming uniform scheme.
Fig. 2 and Fig. 3 repeats the same experiment that was carried out above in the case of a 4-hidden layer, 64-width and
1-hidden layer, 512-width network, respectively. As can be seen from the figures, the non-traditional activations, Sine and
Gaussian, have Hessians that have no zero eigenvalues, while the ReLU and ReLU-PE ones have a large number of zero
eigenvalues.
Fig. 4 shows the results of the eigenvalues of the Hessian of the MSE loss of different activated MLPs, using a Xavier normal
initialisation scheme. Similarly, we observe that the Sine and Gaussian activated MLPs have Hessians that have no zero
eigenvalues, while the ReLU-PE and ReLU MLPs have a large number of zero eigenvalues.
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Figure 5: Fitted audio signals and error for various coordinate networks optimized using L-BFGS. We compare with archi-
tectures implemented with Sine, Gaussian, ReLU-PE (L = 8) as well as ReLU. Top row: Predicted signal. Bottom row: Error
between the groundtruth waveform and the predicted waveform.
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Figure 6: Training convergence for various coordinate networks optimized using L-BFGS on audio fitting. Sine-activated
network achieves the fastest convergence speed compared to other activations with L-BFGS.



(a) GroundTruth (b) L-BFGS (c) Adam

Figure 7: Video Reconstruction. We provide the qualitative result on one snapshot of reconstructed frames from fitting the
Lion King video. L-BFGS has achieved a substantially better reconstruction than Adam after trained for 500 iterations (31.68
vs. 28.05 dB) (L-BFGS vs. Adam). L-BFGS achieves convergence ∼ 2× faster than Adam.

4. Additional Results of Experiments
4.1. Audio Reconstruction

We fit audio signals using various coordinate networks optimized using L-BFGS. We use the music data from Bach’s Cello
Suite No.1 (https://drive.google.com/drive/folders/1_iq__37-hw7FJOEUK1tX7mdp8SKB368K). We
use a 4-hidden layers, 256 width MLP. For the Sine-activated network, we use frequency ωo = 3000 for the first two layers
of the network and ωo = 30 for the rest of the layers of the network. We find that these frequencies generally work well to
account for the high sampling of audio signals when Sine is optimized with L-BFGS. For the Gaussian activated network, we
use sigma σ = 0.01.
Fig. 5 compares the reconstructed audio signals for various coordinate networks optimized using L-BFGS. Sine-activated
coordinates produces an accurate waveform. Furthermore, the non-traditional activations (Sine and Gaussian) converge
significantly faster than the traditional ones (ReLU and ReLU-PE), see Fig. 6. We refer the readers to see the supplemental
folder for demo_audio containing the reconstructed audio signals.

4.2. Video Reconstruction

We fit a video using a Sine-MLP with 4-hidden layers and 64 neurons. We use the Lion King video available from https://
www.youtube.com/watch?v=mzABW42AIhM&t=234s. We crop and downsample the video to 90× 160 resolution.
We use frequency ωo = 30 for all the layers of the network. Fig 7 shows a reconstruction snapshot of the video. Given the
same amount of iterations, L-BFGS has achieved a substantially better PSNR (31.68dB) compared to Adam (28.05dB). We
refer the readers to see the supplemental folder for demo_video containing the associated reconstructed video. Overall,
L-BFGS achieves convergence ∼ 2× faster than Adam.

4.3. 3D Shape Reconstruction

We fit a 3D shape using a Sine-MLP with 4-hidden layers and 64 neurons. Specifically, we aim to optimize a binary
occupancy field, which represents a 3D shape as the decision boundary of a MLP [8, 3, 1]. We use the bird instance obtained
from Thingi10K [9]. We sampled total of 100k points. Fig. 8 compares the qualitative result of the reconstructed mesh of
L-BFGS and Adam within the same amount of training time of 3.5 seconds. Our results indicate the L-BFGS produced a
complete reconstruction, while Adam was unable to do so. L-BFGS achieves convergence ∼ 2× faster than Adam.

4.4. KiloImage

We provide result for more instances on KiloImage, see Fig. 9, 10, 11, 12, 13.

4.5. KiloVideo

KiloVideo is a collection of tiny independent MLPs trained on a high resolution video that has been decomposed into small
grids. Each grid is represented using a small Sine-MLP, with 3 hidden layers and 64 neurons. 10k points are sampled on
each grid. Here, we fit the 100 frames of Lion King video (https://www.youtube.com/watch?v=mzABW42AIhM&
t=234s) (700 × 1200 resolution) by 8400 tiny Sine-activated coordinate networks. On average, L-BFGS achieves ∼ 4×



faster convergence than Adam, with some of the MLPs achieves ∼ 11× faster than Adam. We refer the readers to see the
supplemental folder for demo_kilovideo containing the reconstructed audio signals after training for 0.06 seconds.

GroundTruth L-BFGS Adam

Figure 8: 3D Shape Reconstruction on bird instance [9]. We provide the qualitative results of the reconstructed mesh. Given
the same amount of training time, L-BFGS produced a complete reconstruction, while Adam was unable to do so. L-BFGS
achieves convergence ∼ 2× faster than Adam.

(a) L-BFGS (b) Adam

Figure 9: Gigapixel Image Reconstruction on A girl with a Pearl Earring Image (4000 × 4000 resolution) by Johannes
Vermeer (CC BY 4.0). Our approach represents this image using 1600 sine-activated MLPs. Using L-BFGS, our method
achieves a substantially higher-fidelity reconstruction (34.41 dB) than Adam (29.71 dB), given the same amount of training
time (average 0.8 seconds). L-BFGS achieves convergence (40.05 dB) ∼ 5× faster than Adam.



(a) L-BFGS (b) Adam

Figure 10: Gigapixel Image Reconstruction on Wildlife Photograph of the Year 2019 National Geographic (3000 × 3000
resolution) by Bao Yongqing (CC BY 4.0). Our approach represents this image using 900 sine-activated MLPs. Using L-
BFGS, our method achieves a substantially higher-fidelity reconstruction (37.22 dB) than Adam (13.88 dB), given the same
amount of training time (average 0.08 seconds). L-BFGS achieves convergence ∼ 6× faster than Adam.

(a) L-BFGS (b) Adam

Figure 11: Gigapixel Image Reconstruction on Grindelwald (1800 × 900 resolution) (CC BY 4.0). Our approach rep-
resents this image using 162 sine-activated tiny-MLPs. Using L-BFGS, our method achieves a substantially higher-fidelity
reconstruction (34.41 dB) than Adam (29.71 dB), given the same amount of training time (average 0.09 seconds). L-BFGS
achieves convergence (37dB) ∼ 6× faster than Adam.



(a) L-BFGS (b) Adam

Figure 12: Gigapixel Image Reconstruction on Heart Nebula Image (3400× 4600 resolution) by Ram Samudrala (CC BY
4.0). Using L-BFGS, our method achieves a substantially higher-fidelity reconstruction (32.04 dB) than Adam (22.33 dB),
given the same amount of training time (average 0.09 seconds). L-BFGS achieves convergence (40.03 dB) ∼ 5× faster than
Adam.

(a) L-BFGS (b) Adam

Figure 13: Gigapixel Image Reconstruction on The pillars of creation Image (2000 × 1000 resolution) by NASA’s James
Webb Space Telescope). Using L-BFGS, our method achieves a substantially higher-fidelity reconstruction (23.48 dB) than
Adam (18.05 dB), given the same amount of training time (average 0.09 seconds). L-BFGS achieves convergence (30dB)
∼ 4× faster than Adam.
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