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This supplemental material provides additional insights
and quantitative results, as well as potential limitations of
our confidence enhancement approach.

1. Geometric Dependencies
Figure 1 shows an additional example of how the detec-

tion performance depends on geometric properties. Here,
we show how well a vanilla SECOND [6] model detects
pedestrians on the Waymo dataset w.r.t. low-level statistics
of the points within the detection bounding boxes. Besides
the expected influence of the number of points (top), we
found that the detection accuracy also strongly depends on
the distribution of points along the z-axis of the bounding
box, i.e. along the height of the suspected pedestrian. On the
one hand, it can be seen that pedestrians are only detected
reliably if points are present in the upper quarter of the
bounding box, i.e. in the area of the head-shoulder silhou-
ette (middle). On the other hand, the precision increases the
better the points are distributed across the entire z-axis (bot-
tom). The incorporation of these simple properties therefore
enables an improved assessment of the confidence score.

2. Waymo Test Set Results
To demonstrate the reliability of GACE, we also evaluate

our approach on the Waymo Open Dataset [5] test set using
the official evaluation server. Note that for Waymo, detec-
tors typically perform better on the test set compared to the
larger validation set. Despite the already improved perfor-
mance of the base detectors, GACE enables comparable and
consistent improvements across the different detectors and
classes, see Table 1.

3. Ablation Study Instance-Specific Properties
In Table 3, we show the complete list of all combinations

of instance-specific properties and the impact on the overall
performance. We analyze the contribution of each feature
group within the instance-specific properties, namely box
properties (b, ∥c∥), number of points (|Xb|), viewing an-
gle (α), and point statistics (Xmean

b ,X std
b ,Xmin

b ,Xmax
b ).
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Figure 1. Precision of a SECOND [6] model on the Waymo Open
Datase [5] for the pedestrian class on different low-level point
statistics. Note that the statistics refer to zero-centered boxes on
all axes, normalized to unit length.

Method LEVEL 1 LEVEL 2
mAP mAPH mAP mAPH

PART-A2 71.66 67.99 65.84 62.47

+GACE 73.42+1.76 69.65+1.66 67.55+1.71 64.08+1.61

Centerpoint 74.39 71.67 68.92 66.38

+GACE 76.03+1.64 73.39+1.72 70.45+1.53 67.97+1.59

PV-RCNN 73.21 68.84 67.42 63.39

+GACE 74.61+1.40 70.14+1.30 68.79+1.37 64.65+1.26

Table 1. Performance gains using GACE on the Waymo Open
Dataset [5] test set over all classes.



Method
Vehicle (LEVEL 2) Pedestrian (LEVEL 2) Cyclist (LEVEL 2)

0-30m 30-50m 50m-Inf 0-30m 30-50m 50m-Inf 0-30m 30-50m 50m-Inf
mAP / mAPH mAP / mAPH mAP / mAPH mAP / mAPH mAP / mAPH mAP / mAPH mAP / mAPH mAP / mAPH mAP / mAPH

PointPillars [1] 88.10 / 87.58 61.88 / 61.18 34.78 / 34.01 67.80 / 49.03 58.32 / 40.98 41.77 / 27.60 69.40 / 66.17 45.71 / 43.43 35.00 / 31.39
+ GACE (Ours) 88.46 / 87.96 63.03 / 62.31 36.12 / 35.31 72.37 / 53.01 64.15 / 45.81 49.12 / 33.25 74.12 / 71.08 53.34 / 50.92 43.40 / 39.35
Improvement +0.36 / +0.38 +1.15 / +1.13 +1.34 / +1.30 +4.57 / +3.98 +5.83 / +4.83 +7.35 / +5.65 +4.72 / +4.91 +7.63 / +7.49 +8.40 / +7.96
SECOND [6] 88.50 / 87.98 62.14 / 61.49 33.93 / 33.20 66.64 / 57.51 58.20 / 47.88 41.36 / 31.23 71.53 / 70.14 49.31 / 47.90 37.88 / 35.74
+ GACE (Ours) 88.81 / 88.28 62.98 / 62.32 35.01 / 34.23 71.23 / 63.27 62.65 / 52.81 45.64 / 35.58 75.90 / 74.61 54.65 / 53.26 44.41 / 42.35
Improvement +0.31 / +0.30 +0.84 / +0.83 +1.08 / +1.03 +4.59 / +5.76 +4.45 / +4.93 +4.28 / +4.35 +4.37 / +4.47 +5.34 / +5.36 +6.53 / +6.61
Part-A2 [4] 89.53 / 89.09 64.90 / 64.34 37.11 / 36.42 71.03 / 63.65 61.27 / 52.00 41.92 / 33.33 79.24 / 78.04 59.13 / 57.68 41.37 / 39.58
+ GACE (Ours) 89.87 / 89.43 65.72 / 65.12 38.10 / 37.30 72.50 / 64.91 63.65 / 53.90 46.25 / 36.71 82.49 / 81.22 64.52 / 62.75 50.82 / 48.80
Improvement +0.34 / +0.34 +0.82 / +0.78 +0.99 / +0.88 +1.47 / +1.26 +2.38 / +1.90 +4.33 / +3.38 +3.25 / +3.18 +5.39 / +5.07 +9.45 / +9.22
Centerpoint [7] 88.88 / 88.39 65.26 / 64.72 37.05 / 36.50 74.44 / 69.48 66.95 / 60.42 51.89 / 44.21 80.56 / 79.50 64.15 / 62.85 50.40 / 49.09
+ GACE (Ours) 89.88 / 89.43 66.73 / 66.20 38.61 / 38.05 77.80 / 73.17 70.86 / 64.22 56.33 / 48.14 81.13 / 80.10 65.09 / 63.86 55.66 / 54.22
Improvement +1.00 / +1.04 +1.47 / +1.48 +1.56 / +1.55 +3.36 / +3.69 +3.91 / +3.80 +4.44 / +3.93 +0.57 / +0.60 +0.94 / +1.01 +5.26 / +5.13
PV-RCNN [2] 89.87 / 89.40 66.39 / 65.74 39.73 / 38.88 71.84 / 63.21 63.47 / 52.72 46.60 / 35.87 77.58 / 76.12 57.86 / 55.85 41.20 / 38.56
+ GACE (Ours) 90.04 / 89.56 67.07 / 66.35 40.42 / 39.48 73.11 / 64.35 65.16 / 54.13 49.87 / 38.31 80.59 / 79.07 62.06 / 59.84 50.74 / 47.91
Improvement +0.17 / +0.16 +0.68 / +0.61 +0.69 / +0.60 +1.27 / +1.14 +1.69 / +1.41 +3.27 / +2.44 +3.01 / +2.95 +4.20 / +3.99 +9.54 / +9.35
PV-RCNN++ [3] 90.99 / 90.58 69.74 / 69.24 43.18 / 42.56 78.71 / 73.77 70.48 / 63.60 54.87 / 46.64 79.54 / 78.58 63.35 / 62.28 48.02 / 46.57
+ GACE (Ours) 91.15 / 90.74 69.86 / 69.35 43.36 / 42.69 79.22 / 74.14 71.34 / 64.31 56.75 / 48.10 80.39 / 79.39 64.88 / 63.83 55.33 / 53.77
Improvement +0.16 / +0.16 +0.12 / +0.11 +0.18 / +0.13 +0.51 / +0.37 +0.86 / +0.71 +1.88 / +1.46 +0.85 / +0.81 +1.53 / +1.55 +7.31 / +7.20

Table 2. Performance comparison on the Waymo Open Dataset [5] validation set across distance ranges for different baseline methods with
and without our confidence enhancement module for difficulty LEVEL 2 and for all classes.

Box
# Points

Viewing Point LEVEL 2
Improvement

Properties Angle statistics mAPH
✓ ✓ ✓ ✓ 58.78 +3.66
✓ ✓ ✓ 58.00 +2.88
✓ ✓ ✓ 58.55 +3.43
✓ ✓ 57.33 +2.21
✓ ✓ ✓ 58.46 +3.34
✓ ✓ 57.21 +2.09
✓ ✓ 58.49 +3.37
✓ 56.98 +1.86

✓ ✓ ✓ 58.26 +3.14
✓ ✓ 56.04 +0.92
✓ ✓ 58.23 +3.11
✓ 55.96 +0.84

✓ ✓ 58.30 +3.18
✓ 55.86 +0.74

✓ 58.15 +3.03

Table 3. Impact of instance-specific feature groups (SECOND
base model / Waymo LEVEL 2 mAPH overall).

4. Range-based Evaluation

Table 2 presents the detailed results of the range-based
evaluation on the Waymo Open Dataset [5] for all individ-
ual classes. Adjusting the confidence values using GACE
leads to an improvement in performance for all classes and
across all distance ranges. The detailed results for each
class also show that our confidence enhancement approach
achieves the highest performance gain at long ranges. These
more stable detections are particularly important for safety,
as they give autonomous vehicles more time to react, avoid
collisions and plan a safe and efficient route. Nevertheless,

as can be seen in the example of the pedestrian class for
SECOND [6] and Centerpoint [7], performance can also be
significantly improved for close-range detections.

5. Geometric Dependencies with GACE

In Figure 2 we show the impacts of GACE on the geo-
metric dependencies of the precision of a SECOND model
on the Waymo dataset using the vehicle length (left col-
umn) and the viewing angle (right column) as exmaples.
Therefore, we thresholded the detections at different confi-
dence thresholds of 0.3, 0.5, and 0.7 (rows) and show the
precision before (blue) and after (orange) applying our con-
fidence enhancement. GACE can especially improve the
precision for challenging samples (such as trucks, i.e. long
vehicles), which are typically underrepresented (and thus,
suffer from low confidence scores). Thus, this is only par-
tially reflected by the evaluation metrics (e.g. improvement
for vehicles with SECOND is +0.56 LEVEL 2 APH).

6. Precision-Recall Plots

Figure 4 shows the remaining precision-recall plots of
the evaluation on the Waymo validation set for each class at
LEVEL 2 APH difficulty level. The plots confirm the per-
formance improvements especially for the spatially smaller
and therefore more difficult classes of pedestrians and cy-
clists. In addition, it is noticeable that the increase in pre-
cision is particularly high in the regions with a high recall,
i.e. for detections with a low confidence score.
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Figure 2. Precision of a SECOND model on the Waymo Open
Dataset for the vehicle class as a function of the object length (left
column) and of the viewing angle (right column), before (blue)
and after (orange) applying GACE for different confidence score
thresholds (rows).

7. Qualitative Results

To illustrate the behavior of GACE using qualitative ex-
amples, Figure 3 shows the two instances of each Waymo
class in the validation set where GACE increased the con-
fidence value the most compared to the baseline SECOND
model. Conversely, Figure 4 shows the two instances per
class where the confidence score decreased the most.
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Figure 4. Precision-recall plots for all base models and all classes on the Waymo Open Dataset [5] validation set for LEVEL 2 APH.
GACE allows us to better separate true and false positive hypotheses, which leads to more stable detection results, especially for the
vulnerable road users.



Figure 3. Qualitative Examples (Highest Score Increase): For each Waymo class, we show the two instances in the validation set where
GACE increased the confidence value the most compared to the baseline SECOND model (vehicle at the top, pedestrian in the middle and
cyclist at the bottom rows). Best viewed on screen.



Figure 4. Qualitative Examples (Highest Score Decrease): For each Waymo class, we show the two instances in the validation set where
GACE decreased the confidence value the most compared to the baseline SECOND model (vehicle at the top, pedestrian in the middle and
cyclist at the bottom rows). Best viewed on screen.


