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Abstract
In this supplement, we first report the recognition performance of FR models used in the main paper in Sec. 1. Next, we

provide the evaluation of blackbox and whitebox attacks against these SOTA FR models in Sec. 2 and Sec. 3, respectively.
We also present samples of reconstructed faces (i.e., 3D reconstructed face, frontal reconstructed image, and reconstructed
face image using the camera parameters grid). Finally, in Sec. 4 we report an ablation study on the hyperparameters of the
camera parameter optimization for both our grid search (GS) and continuous optimization (CO) approaches. The project
page is available at: https://www.idiap.ch/paper/gafar

1. Recognition Performance of FR models
In our experiments, we consider different SOTA FR models including ArcFace [2], ElasticFace [1] as well as four different

FR models with SOTA backbones from FaceX-Zoo [10], including AttentionNet [9], HRNet [11], RepVGG [3] and Swin [6].
Tab. 1 reports the recognition performance of these FR models in terms of true match rate (TMR) at the thresholds correspond
to false match rates (FMRs) of 10−2 and 10−3 evaluated on the LFW, MOBIO, and AgeDB datasets.

Table 1: Recognition performance of face recognition models used in our experiments in terms of true match rate (TMR)
at the thresholds correspond to false match rates (FMRs) of 10−2 and 10−3 evaluated on the LFW, MOBIO, and AgeDB
datasets. The values are in percentage.

model
LFW MOBIO AgeDB

FMR=10−2 FMR=10−3 FMR=10−2 FMR=10−3 FMR=10−2 FMR=10−3

ArcFace 97.60 96.40 100.00 99.98 98.33 98.07
ElasticFace 96.87 94.70 100.00 100.00 98.20 97.57
AttentionNet 84.27 72.77 99.71 97.73 97.93 96.90
HRNet 89.30 78.43 98.98 98.23 97.67 96.23
RepVGG 77.20 58.07 98.75 95.80 95.93 93.93
Swin 91.70 87.83 99.75 98.98 98.03 97.10

2. Evaluation of blackbox attack against SOTA FR models
To evaluate the proposed method in the blackbox attack against SOTA FR models, we consider ArcFace and also Elas-

ticFace as Floss to calculate the ID loss. Tab. 2 compares the performance of the proposed method with blackbox face
reconstruction methods in the literature in terms of SAR for systems configured at false match rate (FMR) of 10−2. Sim-
ilar results for FMR = 10−3 are reported in the main paper. Tab. 3 also reports similar evaluation for FMR = 10−2 and
FMR = 10−3 on the AgeDB dataset. As these tables show the proposed method achieves superior performance than previous
methods in the literature. Furthermore, camera parameter optimization (GS) improves the performance of GaFaR.
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Table 2: Evaluation of blackbox attack against SOTA FR models at systems’ FMR=10−2 on the LFW and MOBIO datasets
in terms of success attack rate (SAR). For attacks using our proposed method, we use ArcFace and also ElasticFace as Floss
to calculate the ID loss. The values are in percentage.

LFW MOBIO
ArcFace ElsFace Att.Net HRNet RepVGG Swin ArcFace Els.Face Att.Net HRNet RepVGG Swin

NBNetA-M [7] 14.30 37.13 10.37 20.19 10.64 13.18 2.85 10.00 4.76 4.76 6.19 6.67
NBNetA-P [7] 35.61 60.05 6.80 16.83 26.43 25.92 23.81 60.96 15.24 14.29 44.76 30.48
NBNetB-M [7] 26.90 52.99 17.62 31.74 18.17 27.00 20.95 30.00 21.43 25.24 21.43 27.62
NBNetB-P [7] 61.66 81.74 43.41 56.30 38.12 61.02 49.05 70.95 0 64.76 51.43 71.43
Dong et al. [4] 28.21 34.56 19.17 24.87 14.76 26.62 24.29 34.76 38.57 16.19 24.76 18.10
Vendrow and Vendrow [8] 77.00 79.37 46.52 49.52 22.40 66.07 69.52 74.29 55.71 43.81 39.52 70.00
[Floss= Els.Face] GaFaR 71.25 - 39.11 35.83 28.64 63.40 77.14 - 80.47 68.10 72.86 90.48
[Floss= Els.Face] GaFaR + GS 78.12 - 46.79 45.45 35.25 68.92 85.71 - 86.19 78.57 77.61 91.90
[Floss= ArcFace] GaFaR - 89.78 56.57 67.64 46.89 78.91 - 91.90 89.05 87.62 87.14 96.19
[Floss= ArcFace] GaFaR + GS - 91.28 62.03 72.28 51.27 81.39 - 93.33 90.00 90.00 90.95 96.19

Table 3: Evaluation of blackbox attack against SOTA FR models at systems’ FMR=10−2 and FMR=10−3 on the AgeDB
dataset in terms of success attack rate (SAR). For attacks using our proposed method, we use ArcFace and also ElasticFace
as Floss to calculate the ID loss. The values are in percentage.

FMR=10−2 FMR=10−3

ArcFace ElsFace Att.Net HRNet RepVGG Swin ArcFace ElsFace Att.Net HRNet RepVGG Swin
NBNetA-M [32] 2.56 8.44 1.85 2.45 2.85 18.29 0.81 2.55 0.22 0.38 0.44 0.27
NBNetA-P [32] 9.30 20.07 2.42 1.54 10.14 4.72 3.99 8.92 0.34 0.14 3.71 1.02
NBNetB-M [32] 5.40 14.56 3.83 3.68 4.71 3.70 1.88 6.27 0.50 0.77 1.06 0.68
NBNetB-P [32] 23.89 44.46 17.19 14.83 18.62 21.48 13.18 28.94 5.08 5.61 7.92 8.75
Dong et al. [13] 9.13 12.10 7.58 6.01 6.81 7.62 3.93 4.88 1.58 1.97 2.22 2.48
Vendrow and Vendrow [47] 44.74 52.17 35.47 24.65 27.39 40.43 29.64 34.89 15.06 12.02 14.49 21.10
[Floss= Els.Face] GaFaR 36.00 - 18.30 8.55 15.73 29.89 21.67 - 6.70 3.10 7.10 14.67
[Floss= Els.Face] GaFaR + GS 44.37 - 26.03 14.07 21.98 36.65 28.94 - 9.70 6.05 11.46 19.62
[Floss= ArcFace] GaFaR - 63.45 33.23 31.56 31.71 49.17 - 47.37 14.59 17.09 18.02 30.05
[Floss= ArcFace] GaFaR + GS - 68.82 40.26 38.53 38.78 55.20 - 53.10 18.76 22.40 24.01 35.20

Table 4: Evaluation of whitebox attack against SOTA FR models at systems’ FMR = 10−2 on the LFW and MOBIO datasets
in terms of success attack rate (SAR). The values are in percentage.

LFW MOBIO
ArcFace ElsFace Att.Net HRNet RepVGG Swin ArcFace Els.Face Att.Net HRNet RepVGG Swin

GaFaR 89.27 84.25 49.05 61.62 39.22 83.56 95.71 90.0 87.62 85.24 78.57 97.14
GaFaR + GS 90.77 86.66 55.35 66.96 41.70 85.10 97.62 91.90 90.00 90.48 82.38 97.62
GaFaR + CO 91.87 88.27 57.51 68.64 41.63 85.85 97.62 93.81 89.52 90.48 84.76 98.10

3. Evaluation of whitebox attack against SOTA FR models
Tab. 4 reports the performance of the proposed method in the whitebox attack in terms of SAR for FR systems configured

at false match rate (FMR) of 10−2. Similar results for FMR = 10−3 are reported in the main paper. ?? also reports similar
evaluation for FMR = 10−2 and FMR = 10−3 on the AgeDB dataset. According to these tables, all these FR models
are vulnerable to our attack. Furthermore, the camera parameter optimization (GS and CO) improves the performance of
GaFaR. Comparing grid search with continuous optimization, results show that with the same number of iterations contin-
uous optimization achieves better performance. Figs. 1 to 4 illustrate sample face images from the FFHQ dataset and their
reconstructed faces from ArcFace templates in the whitebox attack. These figures present the 3D reconstructed faces, frontal
reconstructed images, and the grid of reconstructed face images with different camera hyperparameters (i.e., grid size, interval
of Φ, and interval of Θ) used in our experiments for our grid search optimization approach in the main paper.

4. Ablation Study on Camera Parameter Optimization
In this section, we report an ablation study on the hyperparameters of the camera parameter optimization for both our grid

search (GS) and continuous optimization (CO) approaches.



Table 5: Evaluation of whitebox attack against SOTA FR models at systems’ FMR = 10−2 and FMR = 10−3 on the AgeDB
dataset in terms of success attack rate (SAR). The values are in percentage.

FMR=10−2 FMR=10−3

ArcFace ElsFace Att.Net HRNet RepVGG Swin ArcFace Els.Face Att.Net HRNet RepVGG Swin
GaFaR 63.30 53.54 23.60 23.29 13.29 59.90 48.94 36.72 9.13 12.00 5.81 39.94
GaFaR + GS 67.86 60.90 30.51 27.32 17.94 63.20 53.10 43.10 12.64 14.21 9.13 41.94
GaFaR + CO 71.95 63.63 34.68 32.31 19.31 67.08 58.00 47.22 14.87 18.35 9.99 47.72

Grid Search (GS) For grid search, in the main paper, we consider ψ ∈ [−45◦,+45◦] and θ ∈ [−30◦,+30◦] for a 11× 11
grid with step sizes of ψstep = 9◦ and θstep = 6◦. In this ablation study, we consider whitebox attack against ArcFace and
in each experiment, we change one of these hyperparamters (i.e., grid size, interval of Φ, and interval of Θ) and evaluate the
effect in terms of SAR and average execution time. Fig. 5 reports our ablation study for a system configured at FMR=10−3

on the MOBIO dataset. According to this ablation study, the intervals of Φ and Θ should not be necessarily very large.
Furthermore, by increasing the size of the grid we can have higher SAR with the cost of more execution time.

Continuous Optimization (CO) In the continuous optimization approach, we consider ψ ∈ [−45◦,+45◦] and θ ∈
[−30◦,+30◦] and use 121 iterations of Adam optimizer [5] with the learning rate of 10−2 in the main paper. In this ab-
lation study, we consider whitebox attack against ArcFace and in each experiment, we change one of these hyperparamters
(i.e., learning rate, number of iterations, interval of Φ, and interval of Θ) and evaluate the effect in terms of SAR and average
execution time. Fig. 6 reports our ablation study for a system configured at FMR=10−3 on the MOBIO dataset. Based
on these results, the intervals of Φ and Θ should not be necessarily very large similar to ablation study for the grid search
optimization. Moreover, by increasing the number of iterations we can have higher SAR with the cost of more execution
time.
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Figure 1: Sample face image from the FFHQ dataset (a), its frontal reconstructed face image (b), its 3D face reconstruction
(c), and the corresponding reconstructed face images with camera parameters grid (d) using our method in the whitebox attack
against ArcFace. The cosine similarity between templates of original (a) and frontal (b) reconstructed face images is 0.738.
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Figure 2: Sample face image from the FFHQ dataset (a), its frontal reconstructed face image (b), its 3D face reconstruction
(c), and the corresponding reconstructed face images with camera parameters grid (d) using our method in the whitebox attack
against ArcFace. The cosine similarity between templates of original (a) and frontal (b) reconstructed face images is 0.681.
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Figure 3: Sample face image from the FFHQ dataset (a), its frontal reconstructed face image (b), its 3D face reconstruction
(c), and the corresponding reconstructed face images with camera parameters grid (d) using our method in the whitebox attack
against ArcFace. The cosine similarity between templates of original (a) and frontal (b) reconstructed face images is 0.677.
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Figure 4: Sample face image from the FFHQ dataset (a), its frontal reconstructed face image (b), its 3D face reconstruction
(c), and the corresponding reconstructed face images with camera parameters grid (d) using our method in the whitebox attack
against ArcFace. The cosine similarity between templates of original (a) and frontal (b) reconstructed face images is 0.679.
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Figure 5: Ablation study on the effect of different hyperparamters in grid search for camera parameters optimization in
terms of success attack rate (SAR) and average execution time for each image reconstruction for whitebox attack ArcFace
configured at FMR=10−3 on the MOBIO dataset: a) grid size, b) interval of Φ, and c) interval of Θ.
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Figure 6: Ablation study on the effect of different hyperparamters in continuous optimization for camera parameters in
terms of success attack rate (SAR) and average execution time for each image reconstruction for whitebox attack ArcFace
configured at FMR=10−3 on the MOBIO dataset: a) learning rate, b) number of iterations, c) interval of Φ, and d) interval of
Θ.
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