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Appendix

A. Supplementary Video

We encourage readers to also watch our supple-
mentary video (https://youtu.be/YBB7totHGJg)
which gives a more vivid illustration of our pipeline and
shows 3D reconstruction results.

B. Details of Training and Inference

In the ScanNet experiments, we screened out 2307 im-
ages from the complete training set (50,000 images) with
poor plane parameter annotations, while the testing set re-
mained the same as the previous methods to fair compari-
son. During inference, we dropped non-plane predictions
from a total of N predicted plane probabilities. Sigmoid
function is then performed on the remaining K plane pre-
dictions to obtain plane-level soft masks, followed by an
argmax operation along K soft masks to obtain plane seg-
mentation. During this process, if the peak soft mask value
of certain pixels is below a pre-defined threshold (i.e., 0.001
in our implementation), they are also regarded as non-plane
regions. We find this could prevent the network from excess
plane predictions on non-planar structures.

C. More Evaluation Metrics on NYUv2-Plane

As our method only estimates the depth of planar re-
gions, for a fair comparison we also conduct evalua-
tions using the same reconstruction metrics to ScanNet:
per-pixel/plane recall rates of depth, normal, respectively.
Based on similar definitions in section 4 ”Evaluation Met-
rics” of the main text, per-pixel/plane recall of plane off-
set is added and its threshold varies from 25mm to 300mm
with an increment of 25mm (see Figure 1 and Table 1 for
details). Similarly, our method variants with all three back-
bones overall outperform PlaneTR [3] and we see a large
performance boost of PlaneRecTR (HRNet-32 [4]/Swin-B
[2]) against the ResNet-50 [1] counterpart. In addition, we
show the average error statistics of plane parameters sep-
arately in Table 2, we observe obvious accuracy improve-
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ment using HRNet-32/Swin-B backbone, especially on the
offset estimation task on unseen NYUv2-Plane data.

Method

Per-Pixel/Per-Plane Recalls ↑

Depth Normal Offset

@0.10 m @0.60 m @5◦ @30◦ @50 mm @300 mm

PlaneTR [3] 7.08/5.07 41.98/27.10 20.08/11.69 52.08/32.85 9.06/5.71 35.64/22.75

PlaneRecTR 7.72/6.48 44.44/35.70 14.43/10.56 55.99/42.24 10.30/6.97 38.51/28.69
PlaneRecTR (HRNet-32) 8.99/8.06 48.60/39.33 19.91/14.06 58.58/45.27 10.04/6.81 41.52/31.55

PlaneRecTR (Swin-B) 10.58/9.36 54.06/42.40 24.08/16.42 59.92/45.68 8.94/6.41 44.30/33.10

Table 1. Per-pixel and per-plane recalls comparison on the
NYUv2-Plane dataset.

Method Plane Parameter Estimation Errors ↓
Normal (°) Offset (mm)

PlaneTR [3] 17.09 615.92
PlaneRecTR 15.98(-1.11) 611.82(-4.10)

PlaneRecTR (HRNet-32) 15.55(-1.54) 577.28(-38.64)
PlaneRecTR (Swin-B) 15.08(-2.01) 553.47(-62.45)

Table 2. Plane parameters estimation comparison on the NYUv2-
Plane dataset.

D. More Details of Figure 5

Since the performance of PlaneRecTR and PlaneRecTR
(HRNet-32) in Figure 5 of the main text overlaps, we show
the specific values of some methods under lower and higher
thresholds respectively in Table 3.

Method

Per-Pixel/Per-Plane Recalls ↑

Depth Normal

@0.10 m @0.60 m @5◦ @30◦

PlaneTR [3] 52.89/40.76 80.52/61.49 59.45/43.14 80.25/60.68

PlaneRecTR 53.07/45.07 83.60/72.84 62.75/48.48 83.85/71.33
PlaneRecTR (HRNet-32) 54.32/47.36 83.73/73.67 62.79/49.07 83.81/71.92

PlaneRecTR (Swin-B) 57.74/50.03 85.34/75.49 67.43/52.02 85.19/73.67

Table 3. Per-pixel and per-plane recalls comparison on the Scan-
Net dataset.

https://youtu.be/YBB7totHGJg


Figure 1. Per-pixel and per-plane recalls on the NYUv2-plane
dataset.

E. A Visual Comparison of PlaneRecTR and
PlaneRecTR (Swin-B)

In Figure 2 we show qualitative results of our pro-
posed methods in details. When using a powerful back-
bone model, the network is able to predict more accurate
plane segmentation masks (row 2,7,8), discriminate con-
fusing nearby planes (row 3,8), and avoid over segmenta-
tion (row 4). In it also exciting to see that PlaneRecTR
(Swin-B) even discover small planes which are missed by
PlaneRecTR (row 1,5,6) and the ground truth (row 1,5).

F. Supplementary Visualization
In Figure 3 and Figure 4, we add 3D segmentation masks

visualization for Figure 3 of the main text and comparison
of depth and 3D segmentation for Figure 4 of the main text
in order to better display 3D plane recovery results.

G. More Visualization Results of PlaneRecTR
We display more visual comparisons of our method on

both datasets in Figure 5.
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Figure 2. Comparison of plane reconstruction results of different backbones on the ScanNet dataset.
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Figure 3. 3D segmentation masks of PlaneRecTR on the ScanNet dataset.



(a) Input (b) PlaneTR Depth (c) Ours Depth (d) GT Depth (e) PlaneTR 3D Seg (f) Ours 3D Seg (g) GT 3D Seg

Figure 4. Comparison of 3D segmentation masks on the ScanNet (top 6 rows) and NYUv2-Plane (bottom 4 rows) datasets.
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Figure 5. More 3D plane recovery results on the ScanNet (top 5 rows) and NYUv2-Plane (bottom 3 rows) datasets.


