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A. Implementation Details
A.l. Dilatation Operations

We use CLIPseg [3] to extract the target regions for localized editing. Specif-
ically, CLIPSeg takes an image of size 352 x 352 as input, so we resize the
S x S size rendered original patch I°(0,p) to 352 x 352 before feeding it to
CLIPSeg. We then estimate the target region M using the source text and the base
text ‘photo’. The dilatation operations with a kernel of size 5 x 5 are applied to
obtain positive (M) and negative target (M _) regions with Ny and 2N times
as shown in Figure 1. After this step, the regions are resized to fit the rendered
image size S x S and the rest of the process is performed. We use the consistent
notation M, and M_ for readability.

A.2. Hyperparameter for Region Loss

We observed that if adding densities is included in the editing operations, Figure 1: Positive and negative target
Blending-NeRF has difficulty making densities at initial when giving the same regions (Ny = 10).
weights (i.e. A = 1) to the positive and negative regions in the 1oss Lregion (s€€
Eq. 12), especially for the small target region. To compensate for this, we set A by the ratio r as:

r = max (30, (S% — area of M) /(1 + area of M) (1)

Note that this method is only used for object editing task that involves the adding density operation.

A.3. Patch Sampling for Training

Given the sampled camera pose p, the rays are sampled at even intervals to make an image patch covering the entire extent
of the image plane. Specifically, let the width and height of the image plane and the patch size be W, H, and S, respectively;
the starting points along each axis are uniformly sampled by the following distributions:

Uuo, |[W/s|+ (W modS)—1)

U, [ H/S] + (H mod S) —1). @

From these starting points, image patches are rendered at even intervals with horizontal stride |W/S] and vertical stride
| H/S|. Finally, we can obtain .S x .S image and opacity patches.
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A 4. Training Time

We train our model with 3k iterations on tasks that only change color or remove densities. In the tasks of adding densities
with color change and the tasks of adding only densities, we iteratively train our model for 4k and 5k, respectively. Our
method takes about 12 minutes to train 1k iterations on a single NVIDIA RTX A5000. It takes slightly longer than CLIP-
NeRF [5]" which takes about 9 minutes to train 1k iterations due to our blending operations and additional objectives. Note
that our approach can be extended to other more efficient 3D representation methods such as Instant-NGP [4]. The detailed
experiments incorporated with Instant-NGP are described in Section E.
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For the editable amount constraint, we anneal two thresholds: 7¢“¢ and
rchange We use different target threshold values for each object editing
task. Generally, 729 is linearly annealed from 0.8 to the target value during
the first 100 steps and remains the target value for the rest of the steps.

Similarly, 7¢"2"9¢ is annealed from 0.5-0.15 to the target value.

A.6. Editable NeRF Architecture

The detailed architecture of editable NeRF using residual blocks is
shown in Figure 2. The editable NeRF extends NeRF to produce a den-
sity ¢ € [0,00) and color c® € [0, 1]3, in addition to two blending ratios s
B¢ € [0,1] and 57 € [0, 1], respectively. stplu=
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Figure 2: Editable NeRF architecture.
B. Ablation Study

Dilatation operations To investigate the effect of the number of dilatation operations used in localizing the target, we
qualitatively compare the editing results with different N, as shown in Figure 3. As shown in the upper row, the larger the
number of dilatation operations, the larger the object is created as the target region grows. In the experiment that only changes
the color, if Ny becomes too large, noise appears on the object as shown in the bottom row.

boat

bulldozer

Figure 3: Ablation study on Ny. The ‘boat’ object is edited to ‘iceberg’ (upper row) with 7344 — 0.35 and 77°m°¥ = .05,
and the ‘bulldozer’ is edited to ‘marble bulldozer’ with 7"2¢¢ = (.2 (bottom row).

Constraining the amount of editing We also analyze the effect of the thresholds 72%¢ and 7¢"%"9¢ used in constraining
the amount of editing. As shown in the upper row of Figure 4, the larger the threshold 724 for adding densities, the denser
the object is created. Similarly, in an experiment that only changes color, the amount of change in the object is limited by the
threshold T¢hange,

https://github.com/cassiePython/CLIPNeRF
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Figure 4: Ablation study on 7. The ‘boat’ object is edited to ‘iceberg’ (upper row) with Ny = 10 and 77™°*¢ = (.05, and the
‘bulldozer’ is edited to ‘marble bulldozer” with Ny = 3 (bottom row).

Image and text augmentations We augment text and images to improve the editing quality. Specifically, we augment
original, editable, and blended images using differential [6] and random perspective augmentations in the same order as in
[2]. Differential augmentations include color jittering, translation, and cut-out with the same setting as [0]. In the case of
random perspective augmentation, we set the distortion scale as 0.4 with a probability of 0.5. From a rendered image, we
obtain 24 augmented images, including the rendered image itself, and feed them to the image encoder of CLIP. We use the
same templates for text augmentations as [ 1] before feeding the source and target text to the text encoder of CLIP. A random
number of randomly selected text templates are applied to the source and target texts to form the augmented texts.

We analyze the effect of augmentations by comparing the results when each augmentation is removed from the overall
methods. As shown in Figure 5, without augmenting the rendered images (w/o img aug), the added object has quality degra-
dation, such as blurred and ambiguous boundaries. We also noticed that among differential and perspective augmentations,
the former has more effect on the quality improvements (w/o diff). Similarly, without text augmentations (w/o text aug),
there is a slight deterioration in quality.

ours w/o perp w/o diff w/o img aug w/o text aug

boat

Figure 5: Ablation study on augmentations. The ‘boat’ object is edited to ‘fantasy modern city’.

C. User Study

We conducted a user survey to evaluate the performance of our approach against the other three baselines. We asked 30
users to evaluate 20 randomly selected pairs from target text and rendered image pairs in a total of 60 scenes. The rendered
images consist of four edited images rendered using each model, including all baseline results and ours, in addition to the
original image. For a fair comparison, we randomly shuffled the order of the edited images. Then, each user was asked to
assign a score (1-10) for each edited image based on the following criterion: “How well is the image edited to match the
target text relative to the amount the original object has changed?”’. We report the mean scores in Table 1. Our approach
obtained the highest user score, demonstrating once again the super performance of Blending-NeRF for text-driven editing.

CLIP-NeRF-¢c  CLIP-NeRF-f  CLIP-NeRF-D  Ours
score 3.04 3.99 4.80 7.17

Table 1: Human assessment result for comparison with baselines. We report the mean score indicating the precision of
text-driven editing by users. Our method outperforms all baselines.



D. Experiments Using User-Provided Mask

Additionally, we introduce a method using a user-provided target
region for localized editing. We use this method to address two is-
sues related to the target region. The first is that the text-based image
segmentation is not accurate as shown in Figure 6. The second is-
sue is that users may not be able to specify the target region with a
text prompt. To address these issues, we manually set the target re-
gion mask to be edited from three appropriate viewpoints as shown in
Figure 7. Then, in the middle of training (i.e. once every 5 training
iterations), we use the user-provided masks. Specifically, when the
user-provided masks are given to remove noise as shown in 7-(a), the
masks are used once out of 5 training iterations, and the existing seg-
mentation results are used for the rest. On the other hand, if masks
are provided to edit a specific region that cannot be specified by a
text (e.g., ‘over the boat’) as shown in 7-(b), image segmentation is

Figure 6: Inaccurate segmentation result for an
image and a queried text ‘brown-jar’. This incor-
rect segmentation may reduce the quality of local-
ized object editing.

not used. We present some editing results using two kinds of user-provided masks: masks for removing noise and masks
for editing a specific area. First, as shown in Figure 8, by giving accurate masks for editing, the existing noise caused by
inaccurate segmentation can be removed. Second, as shown in Figure 9, by only using masks specifying the target regions,
Blending-NeRF can accurately change the colors of the object (e.g., ‘cymbals’ to ‘cosmic cymbals’) and add densities to the

scene (e.g., ‘bulldozer’ to ‘ruby in bulldozer bucket’).
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Figure 7: Users can utilize the user-provided image masks (a) to remove noise, or (b) to edit a specific region on the 3D

objects.
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Figure 8: Examples of removing noise. By using user-provided masks, existing noise can be removed.



cosmic cymbals ruby in bulldozer bucket full moon over the boat meteor falls on the boat

Figure 9: Examples of object editing using user-provided masks. If it is difficult to specify the target region with the source
text, a user-provided mask can be used.

E. Applying Blending-NeRF to Instant-NGP

Our novel layered architecture and blending operations for 3D object editing can be applied to other neural scene rep-
resentations such as Instant-NGP. To demonstrate our approach can be incorporated with other 3D representation methods,
we further experimented using Instant-NGP as a backbone which utilizes multi-resolution hash encoding to represent high-
frequency details of a scene with low computational cost.

We used the PyTorch and CUDA based reimplementation’ of Instant-NGP, and the default settings in the codes were used.
We applied the regularization loss Ly, at the start of training and set its weight as A3 = 1.0. The initial learning rate was
set to 1 x 1073, and the rest of the hyperparameters were used the same. We trained all the edited scenes for 2k iterations
with the patch size S = 128, taking about 9 minutes to edit each scene on a single NVIDIA RTX A5000. Figure 10 shows
the locally edited 3D objects on the ship scene with a wide range of target texts. The experimental results confirm that our
approach can be incorporated with the other 3D representation methods.

Zhttps://github.com/kweal23/ngp_pl
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Figure 10: Editing results of our method integrated with Instant-NGP [4]. The source object (‘boat’) at the top left is edited
into each object using the target text at the bottom of each scene. For example, the result in the last column of the second row
is edited from ‘boat’ to ‘rainbow colored flame on boat’, combining color change (e) and density addition ().

e : changing colors : adding densities e : removing densities.
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