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A. Proof of Gradient Norm Equality
Definition 1 (General Linear Transform) Let f(x) be a
transform whose Jacobian matrix is J . f is called general
linear transform when it satisfies:
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Lemma 1 (Multiplication) (Theorem 4.1 in [1]) Given
J :=

∏1
j=L J j , where {J j ∈ Rmj×mj−1} is a series of

independent random matrices. If (
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is at least the 1st moment unitarily invariant, we have
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Lemma 2 (Addition) (Theorem 4.2 in [1]) Given J :=∏1
j=L J j , where {J j ∈ Rmj×mj−1} is a series of inde-

pendent random matrices. If at most one matrix in J j is not
a central matrix, we have

ϕ(JJT ) =
∑
j

ϕ(J jJ j
T ). (3)

Proposition 1 For EMS-Block1 and EMS-Block2, the
Jacobian matrix of the block can be represented as
ϕ(JjJ

T
j ) = 2

αj−1
2

.
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Proof A.1 proof of EMS-Block1. Since the EMS-Blocks
have 2 paths, the residual path and the shortcut path while
separately name the Jacobian matrix of two paths (of block)
as Jres and Jsc. l is the layer number of the block, and it
will be omitted where there is no ambiguity.

For the residual path with 2 LCB blocks, according to
General Linear Transform, we have
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2 ,

The shortcut path is similar

αl,sc
2 = ϕ(JscJ

T
sc)α

l−1
2 ,

Here, αl−1
2 is the 2th moment of the input data from (l−1)th

block. Because the initialized BN layer have the output with
variance 1 and mean 0, αl,res

2 = αl,sc
2 = 1.Thus
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By addition principle
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Proof A.2 proof of EMS-Block2. Comparing with EMS-
Block1, the EMS-Block2 extra have a concatenation at the
shortcut path.



Stage ResNet-10 ResNet-18 ResNet-34

Conv1 3×3, 32, stride 2

Conv2 x
[

3x3, 32

3x3, 64

]
∗ 1

[
3x3, 32

3x3, 64

]
∗ 2

[
3x3,32

3x3, 64

]
∗ 3

Conv3 x
[

3x3, 64

3x3, 128

]
∗ 1

[
3x3, 64
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]
∗ 2

[
3x3, 64
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]
∗ 4

Conv4 x
[

3x3, 128

3x3, 256

]
∗ 1

[
3x3, 128
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]
∗ 2

[
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3x3, 256

]
∗ 6

Conv5 x
[

3x3, 256

3x3, 512

]
∗ 1

[
3x3, 256

3x3, 512

]
∗ 2

[
3x3, 256

3x3, 512

]
∗ 3

Table 1. Model structures for ablation experiments. x represents the current module repeated x times and the first module transformed
in a reduced dimension. Compared with the original ResNet structure, the number of channels are resized here, while the final FC layer is
removed.

According to the discussion about concatenation in [1],
we have
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Here J j denote Jacobian matrix of the block of shortcut
path without maxpooling layer. Hj denote the Jacobian
matrix of the LCB block. cj−1 and cj denoted as the chan-
nel numbers for input and output of concatenation. And
δj = cj − cj−1. It is trivial that by adding the maxpooling
layer and using general linear transform, shortcut path can
be expressed as
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Since the 2th moment αl−1
2 is strictly controlled by the BN

layers of former block, the αmaxpool
2 is fixed too. Thus, let

αbn
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2cj−αmaxpool
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δj
by proper initializing of BN layers,
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holds.
The other part of EMS-Block2 is similar with EMS-

Block1, thus

ϕ(JEMSblock2J
T
EMSblock2) =

2
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2

.

Proposition 2 For the EMS-ResNet, ϕ(JJT ) ≈ 1 can be
satisfied by control the 2th moment of the input.

Proof A.3 MS-Block is a typical resblock that have already
been discussed in [1]. Using general linear transform and

addition principle, we have

αl−1
2 ϕ(JJT ) = αl

2 = αl−1
2 + 1.

And αl−1
2 is comes from the EMS-Block1 or

EMS-Block2, where αl−1
2 is fixed at 2. Thus,
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By using multiplication principle, the whole blocks have
the property

ϕ(JJT ) =
3
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2

,

where α0
2 is the 2th moment of the output of BN in encoding

layer.
After initialized the BN in encoding layer, α0

2 can be con-
trolled to 3 and then ϕ(JJT ) ≈ 1 holds.

B. Datasets Introduction
COCO2017 Dataset COCO2017 Dataset [3] is a large-
scale object detection, segmentation, key-point detection,
and captioning dataset. For object detection, its training set
and test set contain 118K and 5K images, respectively. The
instances of 80 categories are labeled with their classes and
bounding boxes respectively.

GEN1 Automotive Detection Dataset Event cameras
possess outstanding properties compared with the tradi-
tional frame cameras. They have high dynamic range to
overcome motion blur. Furthermore, objects are captured
well even in low-light or overexposed scenes. The event
en (defined in Sec 4.1) in the event camera represents the
change in light intensity I of the pixel (xn, yn), which can
be formulated as:

ln I(xn, yn, tn)− ln I(xn, yn, tn −∆tn) = pnθth (4)
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Figure 1. More detailed comparison figures on the Gen1 dataset.

where ∆tn represents the temporal sampling interval.
As the largest event camera-based dataset currently

available, Gen1 dataset [2] contains two categories (pedes-
trians and cars), and 39 hours of automotive recordings in
diverse scenarios. Gen1 is labeled manually by the gray
level estimation feature of the ATIS sensor [4] with a reso-
lution of 304×204 pixels and more than 255,000 bounding
box annotations are yielded in total.

Model
mAP
@0.5

mAP
@0.5:0.95 Params

Firing
Rate

Energy
Efficiency

Sew-Res18 0.345 0.183 9.743M 24.20% 3.31×
MS-Res18 0.345 0.184 9.678M 32.32% 3.55×

EMS-Res18 0.362 0.201 9.523M 38.75% 5.98×

Table 2. Ablation studies of different residual blocks on
COCO2017 dataset.

C. More Detailed Experiments
Here we provide more details on the experiments in Sec

5.3 using the COCO2017 dataset. They are all based on the
channel number reduction models (see Table 1), because we
aim to validate the reliability of our experimental conclu-
sions, not to achieve the optimal performance. In addition,
we explore the impact of the last layer of LIF on the model

performance. We use 4 Nvidia A100 GPUs and the SGD
optimizer with a learning rate of 1E-2 for training.

Different Residual Blocks We conduct additional experi-
ments on the COCO2017 dataset to fully illustrate the effec-
tiveness of EMS-ResNet. We train all the models for only
120 epochs with a batchsize of 64, and the time steps are
set to 3. As shown in Table 2 , our model presents optimal
performance with a high spiking rate, which may imply an
increase in spiking rate, enabling better model feature ex-
traction. At the same time, our model is fully spiked, and
even with a high spike rate, it is still more energy-efficient
than other models. We set the energy consumption of the
ANN with the same structure as the baseline, denoted as
1×, and our full spike EMS-ResNet reduces the energy con-
sumption up to 5.98 times.

Model
mAP
@0.5

mAP
@0.5:0.95 Params

Firing
Rate

EMS-Res10 0.203 0.091 6.387M 30.01%
EMS-Res18 0.268 0.132 9.523M 28.56%
EMS-Res34 0.335 0.178 14.58M 29.55%

Table 3. Impact of different number of residual blocks on
COCO2017 dataset.



Numbers of Residual Blocks We explore the effect of
network depth on performance on the COCO2017 dataset.
Here we set the time step to 1 and train for only 50 epochs.
As shown in Table 3, the network converges faster and rec-
ognizes objects more accurately as the depth increases.

Dataset Model T Params
mAP
@0.5

mAP
@0.5:0.95

COCO Non-spiking 3 9.523M 0.318 0.165
Spiking 3 9.523M 0.305 0.157

Gen1 Non-spiking 5 9.343M 0.566 0.286
Spiking 5 9.343M 0.565 0.286

Table 4. Impact of spiking/non-spiking detection layer on the
model performance.

Spiking Detection layer For the object detection task,
it is necessary to consider how to convert the features of
the spike trains into continuous value representations of the
bounding box coordinates. This can be achieved by us-
ing either a non-spiking detection layer that directly feeds
the last neuronal membrane potential or a spiking detection
layer that uses rate-coding before different detection layers.
From the experimental results (see Table 4), these two con-
version methods have little effect on the performance of the
model.

2  heads 4  heads GT
Figure 2. Detection results of different scale detection heads on
the Gen1 dataset.
Numbers of Detection Heads We explore the impact of
the number of detection heads on performance on the Gen1
dataset (Table 5). We compare 2-scale and 4-scale detection
heads with the same backbone. From Figure 2, it can be
seen that when the detection head scale is larger, the detailed
information of the detection is more rich.

Heads Scale
mAP
@0.5

mAP
@0.5:0.95 Params

Firing
Rate

2 0.565 0.286 9.34M 20.09%
4 0.617 0.321 10.04M 22.23%

Table 5. Impact of different number of detection heads on Gen1
dataset.

D. Detection Results Presentation
In the main text, we abbreviate the comparison results

on the Gen1 dataset into a relatively small plot due to space
constraints, and here we enlarge the results to be able to
observe the details better (see Figure 1). In addition, we
present capture videos on the Gen1 dataset in the video
folder of the Supplementary Materials.
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