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1. Pre-classification Performance
As mentioned in this paper (Section 5.2), the perfor-

mance of pre-classification for pseudo-action and pseudo-
background snippets on ActivityNet1.2 is worse than THO-
MOS14 in Table 1, which leads to less improvement by our
method on ActivityNet1.2.

dataset proportionam precision recall
THUMOS14 18.9% 85.1% 69.0%

ActivityNet1.2 14.9% 76.1% 64.8%

Table 1. Pre-classification results on THUMOS14 and Activi-
tyNet1.2. Pre-classification denotes the classification of snippets
in this paper (Section 4.2). Proportionam denotes the proportion
of ambiguous snippets. Precision and recall are computed for both
action and background snippets.

2. Extra Experiments
To demonstrate the powerful capabilities of our method,

we design extra two sets of experiments where the comple-
mentary learning loss [1] is abandoned or the cross-modal
consensus module [2] is applied. As shown in Table 2, the
performance of three baselines is improved with DDG-Net
consistently. Without the complementary learning loss, the
increase is even more. As mentioned in this paper, both
DDG-Net and the cross-modal consensus module are mod-
ules for feature enhancement. No matter whether combined
with the cross-modal consensus module, our method brings
significant improvements.

3. Quantitative Analysis
We make several analyses of the changes in attention

weights before and after applying DDG-Net to demonstrate
the function of our method.
Classification performance. We record the classification
results of snippets on THOMOS14 dataset based on the pre-
classification method (classify snippets as pseudo-action,
pseudo-background, and ambiguous snippets) before and
after applying DDG-Net. The number of ambiguous snip-
pets decreases from 13431 to 10429, which means the

snippet-level representations are more discriminative. We
count the number of correct, wrong, and missed samples
for classification results of action snippets and background
snippets shown in Figure1, 2 respectively. We can find the
number of missed snippets declines after applying DDG-
Net, which indicates more snippets are regarded as discrim-
inative. In Figure 3, we evaluate the classification results
with different criteria. After applying DDG-Net, the preci-
sion decreases slightly but recall is raised obviously, which
means more snippet-level representations are considered to
be discriminative. And the improvement of the F1-score
shows a better balance, which indicates better quality for
discrimination.
Distribution. We statistic the distribution of the attention
weights for pseudo-action, pseudo-background and am-
biguous snippets separately. As shown in Figure 4, 5, the
attention weights of pseudo-action and pseudo-background
snippets tend to be more marginal, which explains stronger
discriminability of snippet-level representations after apply-
ing DDG-Net. In Figure 6, the number of the attention
weights of ambiguous snippets in the central regions is sig-
nificantly reduced, which indicates the discriminability of
ambiguous snippets is enhanced through DDG-Net. In sum-
mary, DDG-Net enhances the discriminability of snippet-
level representations, especially ambiguous snippets.
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Method mAP(%)@IoU
0.1 0.2 0.3 0.4 0.5 0.6 0.7 Avg

baseline∗ 70.4 65.1 55.5 46.1 38.2 24.8 12.8 44.7
+DDG-Net 71.8+1.4 66.7+1.6 57.5+2.0 48.4+2.3 40.8+2.6 27.6+2.8 14.3+1.5 46.7+2.0

baseline 71.5 65.9 56.5 47.3 39.1 26.0 14.3 45.8
+DDG-Net 72.5+1.0 67.7+1.8 58.2+1.7 49.0+1.7 41.4+2.3 27.6+1.6 14.8+0.5 47.3+1.5

baseline† 72.2 66.4 56.9 47.9 39.6 26.5 13.7 46.2
+DDG-Net 73.0+0.8 67.5+1.1 58.3+1.4 49.1+1.2 40.6+1.0 27.6+1.1 15.4+1.7 47.4+1.2

Table 2. Comparison results on THUMOS14 dataset. * denotes the model without complementary learning loss. † denotes the model
combined with the cross-modal consensus module.

Figure 1. Classification results for action snippets. Correct sam-
ples denote the overlap between action (ground truth) and pseudo-
action snippets. Wrong samples denote the overlap between back-
ground (ground truth) and pseudo-action snippets. Missed samples
denote the action snippets which are not pseudo-action snippets.

Figure 2. Classification results for background snippets. The defi-
nitions of correct, wrong, and missed samples are similar to Figure
1.

Figure 3. Evaluation of classification results with different criteria.

Figure 4. Distributions of attention weights of pseudo-action snip-
pets. The 6th group denotes the region between 0.5 and 0.6, and
Others are defined like this.



Figure 5. Distributions of attention weights of pseudo-background
snippets. The 1st group denotes the region between 0.0 and 0.1,
and Others are defined like this.

Figure 6. Distributions of attention weights of ambiguous snippets.
The 1st group denotes the region between 0.0 and 0.1, and Others
are defined like this.


