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Table 1: Configurations for generalizable dynamic field.

parameter αfull αopt αcorr αdb αmf ϵ
value 1 0.02 4 0.01 1 0.03

1. Supplemental Video
We recommend the readers to watch our supplemental

video for more visualization comparisons.

2. Implementation Details
In this section, we present specific implementation de-

tails of our model and each experimental setting. The entire
model was trained on a NVIDIA A100 GPU with a total
batch size of 1024 rays. The learning rate is 0.0005 without
decaying. The initial training time is about 3 hours.

2.1. Generalizable Dynamic Field

We trained the generalizable dynamic field in an end-to-
end manner. The overall loss function is

L = αfullLfull+αoptLopt+αcorrLcorr+αdbLdb+αmfLmf .
(1)

The hyper-parameter values of all loss functions are listed in
Table 1. ϵ is the blending thickness as described in the Ldb

in the paper. We used the Slowonly50 network in Slow-
Fast [3] as the video encoder Edy , which was pretrained
on the Kinetics400 [1] dataset, and removed all the tempo-
ral pooling layers in the network. We froze the weights of
the pretrained model. The temporal features F temp(V ) are
the latent vectors of size 256 extracted by the encoder Edy

and fused by Wdy , and the spatial features F st(V ;p) of
each point were extracted prior to the first 3 spatial pooling
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Ours LPIPS: 0.512DynNeRF LPIPS: 0.666 GT

Figure 1: Qualitative results on the Nerfies [7] dataset .

Table 2: Quantitative results on the Nerfies [7] dataset.

NeRF [28] + time DynNeRF [13] MonoNeRF
PSNR ↑ / LPIPS ↓ 23.80 / 0.684 25.80 / 0.671 27.77 / 0.501

layers, which were upsampled using bilinear interpolation,
concatenated in the channel dimension and fused with the
fully connected layers to form latent vectors of size 256. To
incorporate the point feature into NeRF [6] network, we fol-
lowed pixelNeRF [9] to use multi-layer perceptron (MLP)
with residual modulation [5] as our basic block. We em-
ployed 4 residual blocks to implement our implicit velocity
field, and another 4 residual blocks as the rendering net-
work.

2.2. Generalizable Static Field

We used ResNet18 [5] as the image encoder Est, which
was pretrained on ImageNet [2]. The point features F st in
generalizable static field were incorporated prior to 4 pool-
ing layers in ResNet18, which were upsampled and con-
catenated to form latent vectors of size 256 aligned to each
point. We also used MLP with residual modulation as basic
architecture for static rendering network. To train the gen-
eralizable static field, we used the segmentation mask pre-
processed by DynNeRF [4] and optimized the static field by
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using the image pixels that belong to static background.

2.3. Novel View Synthesis on Unseen Frames

Novel view synthesis on unseen frames aims to test the
generalizable ability of our model on unseen motions in a
fixed static scene. We used the first 4 frames to train our
generalizable dynamic field, and evaluated the performance
on the rest 8 frames for each scene. The training step was
set to 40000 in this setting.

2.4. Novel View Synthesis on Unseen Videos

Novel view synthesis on unseen videos aims to test the
generalizable ability of our model on novel dynamic scenes.
We pretrained our model on Balloon2 scene and finetuned
the model on other scenes with the pretrained parameters.
The pretraining step on Balloon2 scene was set to 20000.
We used the official model [4] trained on Balloon2 scene for
a fair comparison. The initial training time is about 3 hours
for one scene, and the finetuning time is about 10 minutes.

2.5. Scene Editing

All the scene editing operations are conducted directly
on the extracted backbone features without extra training.
Changing background was conducted by exchanging the
extracted image features in static field in our model. Mov-
ing foreground was implemented by moving the video fea-
tures in the dynamic field at the corresponding position.
Scaling foreground was implemented by scaling the video
features in the dynamic field. Duplicating foreground was
conducted by copying the video features to the correspond-
ing position. Flipping foreground was applied by flipping
the video features. Since the above operations are indepen-
dent to each other, they can be combined in an arbitrary
way.

3. Generalization Results across Datasets
We pretrained our model on the Dynamic Scene dataset

[8] and fine-tuned the model on the Nerfies [7] dataset with
500 steps, which contains videos recorded by cellphone
cameras. Both Table 2 and Figure 1 show that MonoN-
eRF presents stronger generalization ability on cellphone
videos.
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