
Appendix: Counterfactual-based Saliency Map: Towards
Visual Contrastive Explanations for Neural Networks

1. Ablation Study

When comparing with other saliency map interpreting
methods, we combine the two types of saliency maps from
CCE to a unified saliency map. And define Mp for class p
as Mp = α ·Msup + (1− α) ·Mpro and α. We performed
ablation study for parameter α on 1000 images random se-
lected from ImageNet dataset for VGG-19 model. Accord-
ing to the experimental results in Table 1, we chose 0.7 as
the value of parameter α in the subsequent experiments.

α Ins. ↑ Del. ↓ Diff. ↑

1 57.0968 19.6747 37.422
0.9 57.4848 19.0434 38.441
0.8 57.8177 18.461 39.357
0.7 57.9971 17.9553 40.042
0.6 57.4705 17.6202 39.850
0.5 56.5456 17.9865 38.559
0.4 55.0824 19.214 35.868
0.3 53.4509 20.9388 32.512
0.2 52.4718 21.6932 30.779
0.1 51.5035 22.7094 28.794

Table 1: Insertion-Deletion tests results for α. Higher in-
sertion score (Ins.) are better and lower deletion score
(Del.). The difference score (Diff. which higher is better)
shows that CCE outperforms other related methods. The
best records are marked in bold.

We also performed ablation experiments on number for
counterfactuals(M ) and hyper-parameter γ used to balance
the two losses when generating counterfactuals.Refer to Ta-
ble 2 for the experimental results on M and Table 3 for the
experimental results of hyper-parameter γ. Considering the
experimental results and time cost, we use 5 as the value of
parameter M and γ = 20 in the paper.

At last we conduct the parameter study for the pertur-
bation threshold ϵ on 1000 images random selected from
ImageNet dataset on VGG-19. Refer to table 4 for the ex-
perimental results.

M Ins. ↑ Del. ↓ Diff. ↑ time

1 57.3797 17.9267 39.4530 5m40s
2 57.3983 17.9264 39.4719 7m40s
3 57.4565 17.9264 39.5301 9m27s
4 57.5785 17.9261 39.6524 13m5s
5 57.5783 17.8659 39.7124 17m23s
6 57.5781 17.9260 39.6521 23m17s
7 57.5782 17.9256 39.6526 30m32s
8 57.5754 17.9542 39.6212 38m56s

Table 2: Insertion-Deletion tests results and running time
for M .

γ Ins. ↑ Del. ↓ Diff. ↑

5 53.380 19.933 33.447
10 55.378 18.926 36.452
15 56.382 18.727 37.655
20 58.378 17.730 40.648
25 57.875 18.233 39.642
30 57.525 18.673 38.852
35 57.385 18.373 39.012
40 57.435 18.783 38.652

Table 3: Insertion-Deletion tests results for γ.

ϵ Ins. ↑ Del. ↓ Diff. ↑

0.5 53.380 19.933 33.447
1.0 55.378 18.926 36.452
2.0 56.382 18.727 37.655
4.0 57.875 18.233 39.642
8.0 57.875 18.233 39.642

Table 4: Insertion-Deletion results for perturbation thresh-
old ϵ.

2. Energy-based Pointing Game
We conduct experiment on COCO dataset and follow the

settings in Score-CAM. Results reported in table 5 shows
our method CCE shows the best result.

Method GBP IG RISE GCAM+ SCAM FullG CE APPB CALM CCE

Proportion 55.2 51.8 53.2 57.5 59.9 59.3 55.3 53.6 58.7 61.1

Table 5: Average computation cost on ResNet50 and
VGG19.



3. Saliency maps for multiple objects
When the image contains multiple subjects of the same

class, our proposed CCE can recognize these subjects at the
same time, as shown in Fig. 1. When the image contains
multiple subjects of different classes, our proposed CCE
still identify these subjects separately at the same time, as
shown in the Fig. 2.

Figure 1: CCE results for images contains multiple objects
of the same class.

Figure 2: CCE results for images contains multiple objects
of different classes.

4. Details for User Study
Before the formal user study, we first investigated the

participants’ basic information and their understanding of
machine learning and model interpretation. The demo-
graphic distribution was: man 54%, woman 46%, non-
binary 1%, no gender reported 1%.The self-reported ma-
chine learning experience was 2.7 ± 1.0, between “2: have
heard about...” and “3: know the basics...”. The specific
content of user study is shown in the figures 3-5.

Figure 3: Demographics and background.

Figure 4: Introduction to machine learning and visualiza-
tion explanation.



Figure 5: Introduction to the test interface.


