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Abstract

This supplementary material consists of the following
four parts: additional info regarding the loss function (sec-
tion 1), a description of our evaluation interface for the user
study (section 2), an experiment on DRGNet with different
numbers of layers (section 3) and more comparison results
(section 4).

1. Additional Info on 3D Reconstruction Loss
In shape transformation, single-view 3D reconstruction

is performed. Due to space constraints, only mask loss and
perceptual loss are presented in the main paper. However,
as in UMR [6], we also use some other losses to improve
the visual effect of the reconstructed results.

Mask loss alone is insufficient for shape reconstruction
because it only provides information about a single view-
point. Therefore, we use deformation loss [6] to enable the
model properly incorporate the 3D prior from the mesh tem-
plate. In addition, graph laplacian constraint [7, 4, 7] and
edge regularization [10] are also employed to help smooth
the reconstruct shape. In order to improve the visual effect
of texture, we employ distance transform loss [4] to encour-
age texture flow select pixel inside the instance mask, and
use texture cycle loss [6] to further optimize the position of
the selected pixel. Moreover, we ensure the semantic con-
sistency [6] by constraining the chamfer distance and the l2
distance of each semantic part and its center between the in-
put image and the rendered image. Lastly, multiple camera
hypothesis [9] is employed to avoid local minima (we used
eight camera hypothesis here).

2. User Study
As stated in the ”Experiments” section of our paper, we

conducted a user study to compare our model to existing
models. It consisted of three main components: a compari-
son of shape transformation (five questions about NC, DSN,
KPD, NT and ours), a comparison of texture transformation
(five questions about AdaIN and ours, five questions about
LST and ours, five questions about EFDM and ours), and a
judgement of realism (five T/F questions). Part of the eval-

Figure 1. Evaluation Interface.

uation interface is shown in Fig. 1.

3. Additional Experiment on DRGNet
After proving the efficacy of DRGNet for feature coordi-

nation, it remains unclear how many layers of DRGNet are
needed for the transformation task, so here we conducted
further experiments on the number of layers of DRGNet.
The results are shown in Fig. 2.

4. More Results
Here, we provide more results to help the reader evaluate

the performance of our model. We show our comparison
results from two aspects: 1. shape transformation (Fig. 4),
2. texture transformation (Fig. 3).

1
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Figure 2. Shape ablation study of DRGNet with different number of layers using our SLST+SG as texture transformation method.
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Figure 3. More visual comparisons on textures using style transfer methods (e.g., AdaIN [1], LST [5]), EFDM [12] and our methods (e.g.,
semantic UV mask (+M)).
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Figure 4. More visual comparisons on shape using 3D shape deformation methods (e.g., NC [11], DSN [8], KPD [3], NT [2] and our
method.
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