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In the supplementary material, we describe the following
parts:

e We report more details about the implementation and
experimental settings of MAT.

* We give a detailed description and experimental result
for MixClip+.

* We give attention visualization of our MAT for an in-
tuitive understanding of the importance of entire tem-
poral structures.

* We give more ablation studies of our MAT on THU-
MOS’14 [8] and EK100 [3].

1. More Details
1.1. Feature Extraction

In this section, we explain the detail of feature extrac-
tion for both action detection and anticipation using dif-
ferent video backbones [12, 5]. To extract features from
TSN [12], we take the average of RGB features of 6 con-
secutive frames at 24 FPS to represent each frame at 4 FPS.
Similarly, we stack optical flow maps of 5 frames preceding
each frame along channel dimension at 24 FPS to obtain
optical flow features for each frame at 4 FPS. Since ViT [5]
requires an input of 16 RGB frames, we take 6 consecutive
RGB frames at 24 FPS and then use bilinear interpolation to
upsample it to align the input size, then we take the average
of these features to represent each frame at 4 FPS.

1.2. Experiment Settings

Regarding training settings, we implement our proposed
MAT in PyTorch[1]. We train MAT for 20 epochs using
Adam [9] for optimization. The batch size is set to 16, and
the learning rate was linearly increased from 6 x 107 to
7 x 1075 in the first % training iterations and then reduced
to zero following a cosine function. When training MAT for

* equal contribution, &2 corresponding author (lutong@nju.edu.cn)

Take cucumber Cut cucumber Remove wrap: plastic

l | l | l | \

Put box Wash carrot
A 51*“ 1‘:3
e e

Figure 1: Illustration of Mixclip+. In the example sequence,
there are 3 action instances, and 2 of them are fusion with another
clip that comes from different videos with a random action cate-
gory by a fusion coefficient a.

action anticipation, we adopt equalization loss [11] to deal
with the long tails of actions. Unless otherwise specified,
we set myp, mg, and T to 256, 8, and 12 for TVSeries [4]
and THUMOS 14 [8]; 128, 12, and 12 for HDD [10]; and
64, 5, 12 for EK100 [3] respectively.

2. MixClip+

In this section, we will introduce MixClip+ and how
we adopt it to the MAT model while training for online
action anticipation on EK100. Given a short-term mem-
ory that is composed of a sequence of action instances
{9 49 a;)}, where ¥ \) denotes the start and end
time for the action instance and a; denotes the action cate-
gory. With the probability p,,, we mix each feature token

of short-term memory with a random clip {(tgs)l, tge),, a;)}
from different videos. To maintain the continuity of short-
term memory, we adopt soft fusion with hyper-parameter a
to mix features and the corresponding labels, which can be
illustrated as:
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Overall Unssen Tail
Long Short
Verb Noun Action Verb Noun Action Verb Noun Action
- - 32.1 36.1 18.1 32.2 28.4 12.5 25.0 29.1 15.4
MixClip - 32.9 36.9 18.4 29.5 29.1 11.2 25.6 30.3 15.2
MixClip+ - 31.6 36.6 18.2 30.2 26.8 12.1 24.4 30.5 15.5
- MixClip 31.3 36.2 17.9 31.7 29.9 12.4 23.8 31.0 15.0
- MixClip+ 32.9 37.6 18.8 30.6 29.9 12.3 25.8 31.3 16.5
MixClip MixClip 31.0 374 18.5 31.3 28.6 13.2 234 31.1 15.8
MixClip MixClip+ 35.0 38.8 19.5 32,5 30.3 13.8 28.7 33.1 16.9
MixClip+ MixClip 314 36.6 18.2 31.0 26.2 12.3 23.8 30.0 14.9
MixClip+ MixClip+ 31.6 36.8 18.4 32.0 28.5 12.8 23.8 29.7 15.3
Table 1: Comparison to different augmentation choices on EPIC-Kitchens-100 Action Anticipation [3].
Method Portion of Action
0-10%  10-20%  20-30%  30-40%  40-50% 50-60%  60-70%  70-80%  80-90%  90-100%
CNN [4] 61.0 61.0 61.2 61.1 61.2 61.2 61.3 61.5 61.4 61.5
LSTM[7] 63.3 64.5 64.5 64.3 65.9 64.7 64.4 64.4 64.4 64.3
TRN [14] 78.8 79.6 80.4 81.0 81.6 81.9 82.3 82.7 82.9 83.3
IDN [6] 80.6 81.1 81.9 82.3 82.6 82.8 82.6 82.9 83.0 83.9
OadTR [13] 79.5 83.9 86.4 85.4 86.4 87.9 87.3 87.3 85.9 84.6
Colar[16] 80.2 84.4 87.1 85.8 86.9 88.5 88.1 87.7 86.6 85.1
LSTR [15] 83.6 85.0 86.3 87.0 87.8 88.5 88.6 88.9 89.0 88.9
MAT (Ours) 83.9 85.3 86.9 87.4 88.4 88.9 89.0 89.3 89.1 89.6

Table 2: Online action detection results when only portions of videos. The results are considered in mcAP (%) on TVSeries using the
TSN-Anet feature. MAT outperforms all existing methods for all portions of action considered.

ratio mAP method mAP
0.25 69.9 attn dropout 70.2
0.5 70.2 top-k selection 70.4
0.75 70.4 token dropping 69.5
1.0 70.0 w/o 70.0
(a) Keep ratio. (b) Different strategies.
stride mAP « \'% N A
1 70.3 0 329 369 184
2 70.4 0.1 325 37.1 189
4 70.0 0.25 35.0 38.8 19.5
8 69.8 05 314 375 19.0
16 69.7 0.75 30.6 36.8 18.5

(c) Temporal stride. (d) Fusion ratio.

Table 3: Ablation studys. We conduct detailed ablation on (a):
Keep ratio, (b): Different strategies, (c): Temporal stride, and (d):
Fusion ratio ov. The gray rows denotes default choices.
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tion instance feature and a random clip instance feature
from different videos, respectively. This input feature se-
quence is randomly cropped if the new instance’s duration
is longer. Otherwise, the feature sequence is padded to en-
sure that the length of the short-term is unchanged for ease

of implementation. Fig 1 shows an illustration.

3. More Ablation Studies

Memory Dropping Strategy. We investigate the effec-
tiveness of memory-dropping strategies and find that using
top-k selection (top-75%) is 0.6% higher than not using any
strategy, as shown in Table 3a and Table 3b. Adopting
a simple dropout (ratio=0.2) for attention layers can also
improve performance slightly. In contrast, token dropping
(ratio=0.15), which randomly drops tokens during training
and uses all tokens during testing, reduces accuracy. These
findings suggest that row-wise random dropping (top-k se-
lection and dropout) for attention weights is more effective
in capturing long-term memory than dropping entire rows
randomly (token dropping). Moreover, discarding weights
with low relevance also helps improve performance.

Effect of o for MixClip+. In MixClip+, we define a
hyperparameter « to achieve soft fusion. Table 3d indi-
cates the effect of o on anticipation result. When no Mix-
Clip+ is applied, the baseline drops to 18.4% action recall.
The performance consistently improves with MixClip+ and
achieves the best (19.3%) at a = 0.25.

Entire Ablation on MixClip+. Table 1 shows the re-
sults of using different data augmentations for long and
short-term memory. When not using any data augmenta-



tion, MAT can still achieve great performance (18.1% ac-
tion recall). Interestingly, using MixClip augmentation for
short-term memory degrades model performance to a cer-
tain extent, indicating that MixClip may damage the con-
tinuity of actions in the short-term memory and cause the
model to fail to learn short-term key motion information
correctly. In contrast, MixClip+ can generate complex un-
seen samples while maintaining short-term continuity, en-
hancing the robustness of the model.

Effect of Future Stride. We implement MAT with mg
as 8 seconds, my, as 256 seconds, and Ny as 24 seconds,
test the effect of downsampling unseen future. Table 3c
shows the results that too long or too short stride both af-
fect the model’s performance. It’s interesting that when the
number of future frames is held constant, the efficacy of fu-
ture prediction over a 12-second interval with a stride of 1
is comparable to that of future prediction over a 24-second
interval with a stride of 2.

Performance under different portions of actions. Fol-
lowing prior art [13, 15, 2], we also evaluate the accuracy
of online action detection on TVSeries when only a certain
portion of the action occurrences is considered. This eval-
uation aims to assess how well a method performs at dif-
ferent stages of an ongoing action. Following prior art, we
divide each action occurrence into ten equal parts. We then
compute a separate mcAP for each portion of action overall
action occurrences. We tabulate the results across all action
portions in Table 2. The table shows that our method out-
performs all existing methods for all the different portions
of action considered.
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