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A. Implementation Detail

The image resolution for the human face dataset is set to
1024× 1024. The image resolution for the cat face and car
dataset is set to 512× 512. The hyperparameters like learn-
ing rate, weight decay, loss weight, noise type, iterations,
and mapper levels are adjusted individually for each prompt
based on our experimental heuristics. More details can be
found in our code. It is attached with the supplementary file.
All experiments are conducted on an NVIDIA RTX3090,
with 24GB memory. The architecture of the image manipu-
lator is the same as the latent mapper of [5].

B. Diffusion model as a prior

As mentioned in Sec. 3.2, Diffusion models can also
be used as off-the-shelf modules in some scenarios, where
one model may be a prior for another conditional model. A
typical example is a diffusion model p(x) trained on MNIST
digits and an off-the-shelf classifier c(x, y) where y is the
class label. Then we can use the diffusion model to generate
data of a specific class for the classifier. In theory, this means
that we want to deduce p(x | y) given p(x) and c(x, y). One
solution is to introduce an approximate variational posterior
q(x) to approximate the posterior distribution p(x|y), and
minimize:

F = −Eq(x)[log p(x)− log q(x)]− Eq(x)[log c(x, y)] (1)

When extending this formula to the scenario of diffusion
model with latent variable x1, ..., xT , we can define this
approximate variational posterior q(x) as point estimate
q(x) = δ(x− η) [2], and then minimize:

F =
∑
t

Eϵ∼N (0,I)[∥ϵ− ϵθ(xt, t)∥22]− Eq(x)[log c(η, y)],

xt =
√
ᾱtη +

√
1− ᾱtϵ.

(2)
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This equation optimizes η, which has the same dimensional-
ity as data. We can regard this equation as directly sampling
pixels using diffusion models to get a sample that satisfies
the condition y.

Another situation is that c(x, y) is a hard and non-
differentiable conditional model, say a deterministic function
x = f(y). Then the gradient descent steps will be performed
concerning y on∑

t

Eϵ∼N (0,I)[
∥∥ϵ− ϵθ(

√
ᾱtf(y) +

√
1− ᾱtϵ, t)

∥∥2

2
]. (3)

For example, f() can be a latent-variable model that takes
latent y as input and generates a sample x. Another example
is that we can also use techniques of differentiable image
parameterization. In [6], y can be parameters of a 3D volume,
and f is a volumetric renderer. We can regard this equation
as sampling y instead of directly sampling images using
diffusion models and inputting y to this conditional model.
We will get a sample from the diffusion model.

Optimizing simultaneously for all t makes it difficult to
guide the sample toward a mode. Thus existing methods
eighter anneal t from high to low values [2], or random
select t [6]. So the actual optimization process is slightly
changed to

Eϵ,t[
∥∥ϵ− ϵθ(

√
ᾱtf(y) +

√
1− ᾱtϵ, t)

∥∥2

2
] (4)

C. Fine-grained control of image manipulation
Another benefit of our approach is that the control capa-

bility of the image manipulator can be used to control the
semantics more precisely. We use StyleGAN [3] as the final
generator of images, and the hierarchical nature of Style-
GAN allows us to decompose more complex manipulations
into different levels of manipulation. For example, we can
adjust the manipulation effect of the image in three levels:
coarse, medium, and fine. For better control, we used the
most controlled StyleSpace [7] during the experiments. For
more details, please watch the supplementary video.
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D. More visual samples
In this section, we provide more visual samples (Fig. 1,

Fig. 2, Fig. 3 and Fig. 4) from multiple domains. For dif-
ferent domains, the StyleGAN generator is pre-trained using
different datasets [1, 4, 8]. We conduct various manipulation
for the human face domain, including attribute and identity
translation. Both results demonstrate the effectiveness of our
methods.

E. Video
We summarize the analysis of selection and distillation,

the fine-grained control of our method, and more visual
samples in a supplementary video.
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Figure 1. Additional results for SDD face manipulation, in the aspect of hair color, hairstyle, and facial expression
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Figure 2. Additional results for SDD face manipulation, in the aspect of attributes addition and celebrities conversion
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Figure 3. Additional results for SDD cat face manipulation
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Figure 4. Additional results for SDD car manipulation


