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This Supplementary Material includes additional details
about the camera model, the network architecture, the train-
ing implementation and datasets, failure analysis, and more
visualization of examples.

A. Method
A.1. Full-frame Adjusted Camera Model.

We properly adjust the reprojection of keypoints and
joints to be consistent with the full-frame image formation
process, for supervision when we reproject 3D joints and for
feedback when we reproject keypoints (e.g., mocap mark-
ers).

Following previous work [8, 12], given a full-frame im-
age of size (w, h) and a square bounding box of a human
with center (cx, cy) and size b, we obtain a square-cropped
image as input to the network. The network predicts a weak
perspective camera π = (s, tx, ty), which is converted to
translation tfull with respect to the original camera center as

tfullx = tx +
2(cx − w/2)

s · b

tfully = ty +
2(cy − h/2)

s · b

tfullz =
2 · f
s · b

where f is the focal length. When ground truth focal length is
not available, we estimate the focal length as f ≈

√
w2 + h2

following Kissos et al. [10].
The 3D joints or 3D keypoints can be reprojected to the

full-frame image using tfull as

xfull
2D = Π(Xfull

3D ) = Π(X3D + tfull) (1)

We further adjust the points back to the cropped image after
full-frame reprojection with

xcrop
2D = (xfull

2D − cbbox)/sbbox (2)

where cbbox = (cx, cy) and sbbox = b. With this camera
model, the reprojections are in the crop image space, which

allows us to calculate normalized reprojection error and
query features from feature maps. At the same time, the
reprojections are consistent with the image formation of the
original full-frame image, leading to a better global rotation
estimation [13].

A.2. Architecture.

We present the practical implementation of ReFit in Fig-
ure 1. We use HRNet-48 [18] as the backbone. The feature
extractor outputs feature maps F and a global feature vector
f0. Instead of directly predicting an initialization Θ0 from
f0, we reuse the update module. f0 is concatenated with
Θmean and bbox, and fed to the update module to predict
the initialization: Θmean +∆Θmean → Θ0.

In the feedback step, each keypoint reprojection queries
a window of features. A radius of 3 (r=3) corresponds to a
7× 7 window. We use bilinear interpolation to compute the
entries of the window.

Each 7 × 7 window is first flattened and fed to a linear
layer to produce a shorter feature vector of size 5, before
concatenated with features from other queries to form a feed-
back vector of size 5K, where K is the number of keypoints.
Another linear layer reduces the feedback vector from 5K to
256. These two linear layers in the feedback module prevent
the feedback vector from growing too long and reduce the pa-
rameters needed in the update module. The feedback-update
iterations proceed as described in the main text.

The update module outputs the 6D rotation representa-
tion [23] for the pose parameters, which are converted to
rotation matrices for the SMPL model.

B. Experiments

B.1. Training Details.

Implementation. We implement ReFit in PyTorch. The
input cropped image is resized to 256×256. We use the
Adam [9] optimizer with a learning rate of 1e-4 and a batch
size of 64. Following PARE [11], we apply standard augmen-
tations, including random rotation and scaling, color jittering,
and synthetic occlusion using objects from PASCAL [3].
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Figure 1. ReFit Implementation. The feature extractor takes up most of the parameters while the feedback-update modules are lightweight.
We use two linear layers in the feedback module to reduce the size the feedback vector, which in turn reduces the parameter count of the
GRUs in the update module.

Training schedule. Training procedure and schedule im-
pact the final performance. While different architectures can
benefit from different training schedules [11, 12, 22], this
inevitably makes it harder to reproduce the experiments.

Furthermore, recent methods [13, 14] train separate mod-
els to evaluate on 3DPW and Human3.6M because of the
difference in data distribution. 3DPW consists of in-the-wild
images, while Human3.6M contains only images captured
in a mocap studio. So training with fewer in-the-wild im-
ages can improve performance on Human3.6M but decrease
performance on 3DPW.

We use a simple schedule. The backbone network is ini-
tialized from the COCO pose detection task following prior
works [11,21], and we do not use other forms of pre-training.
Instead, we directly train with all the datasets to produce a
generic model, which is evaluated on 3DPW. Pose recovery
in a mocap studio can be considered a special application
domain, so we finetune the generic model on Human3.6M
only and evaluate it on Human3.6M. The training of the
generic model lasts for 50k iterations, and fine-tuning on

Human3.6M uses another 50k iterations. Overall, this is a
much shorter schedule compared to previous studies.

B.2. Datasets.

We provide more information about the datasets for
training and evaluation. Overall, we closely follow prior
works [7, 11]. We train the ReFit model with 3DPW [19],
Human3.6M [6], MPI-INF-3DHP [17], COCO [15] and
MPII [1]. We evaluate on 3DPW and Human3.6M.

Following prior works [7, 12], during training each batch
is sampled from different datasets with the following ratio:
[ Human3.6M: 40%, 3DPW: 20%, MPI-INF-3DHP: 10%,
COCO: 25%, and MPII: 5%].

To evaluate the 3D pose accuracy, we use the Mean Per-
Joint Position Error (MPJPE), which computes the average
Euclidean distance between the ground truth and the pre-
dicted joints after aligning the pelvis. The Procrustes-aligned
MPJPE (PA-MPJPE) further performs general Procrustes to
align the ground truth and the predicted joints before com-
puting the position error.



Figure 2. More results from 3DPW. Examples are grouped by MPJPE percentiles, with a higher percentile indicating a higher error. The
MPJPE is 50.5mm, 65.4mm, 99.3mm, and 158.8mm for the four percentiles respectively.

w/o ReLU on feature maps w/ ReLU on feature maps

Figure 3. Visualization of feature maps. We show the feature maps from the semantic keypoint model. Model trained with a ReLU operator
on the feature maps produces “cleaner” features but slightly lower benchmark performance, likely because the strictly positive features are
less expressive.

Human3.6M is a multi-view, indoor-captured 3D human
pose dataset. It includes 2D and 3D joint annotations of sev-
eral subjects performing various actions. In addition, we use
the SMPL parameters recovered using MoSH [16], provided
by Kanazawa et al. [8], as additional supervision. Follow-
ing prior works, we use subjects S1, S5, S6, S7, and S8 for
training, and use S9 and S11 for evaluation. Furthermore, we
evaluate Multi-view ReFit on S9 and S11 using the calibrated
multi-view images.

MPI-INF-3DHP is an indoor multi-view dataset. It pro-
vides 2D and 3D joint annotations, but the 3D joints are
recovered in a markerless setting. Additionally, we use the
SMPL parameters provided by Kolotouros et al. [12], which
is from multi-view fitting.

3DPW is an in-the-wild dataset providing 2D joints, 3D
joints and SMPL parameters annotations. The SMPL param-
eters are recovered from IMU sensing and 2D videos. We
use this dataset for training and evaluation. Moreover, we
perform ablations on it because it contains diverse settings
most relevant for the target applications.

COCO is a large object recognition dataset that also
provides 2D keypoint annotations for human subjects in the
wild. Additionally, Joo et al. [7] proposes EFT to recover
pseudo-ground truth SMPL parameters for this dataset.

MPII is a human pose dataset providing 2D keypoint
annotations of humans in the wild. We also use the pseudo-
ground truth SMPL parameters from EFT for this dataset.

BEDLAM [2] is a new synthetic dataset that include



Figure 4. Qualitative Results from COCO. The top row shows the input images, the middle row shows the initial estimate without iterative
updates (T=0), and the last row shows results from ReFit (T=5).

Figure 5. Failure examples from 3DPW. They typically contain
severe occlusions, interactions with another human, and blurry or
ambiguous scenarios.

ground truth 3D pose and shape. We use this dataset to test
the generalization. When training with BEDLAM, we also
include a 3D vertex loss following BEDLAM-CLIFF, the
baseline for this dataset.

B.3. Results and Visualization.

More examples. We show more examples from 3DPW
from different error percentiles in Figure 2. We observe good
alignment to the images even in the 99th percentile, which
has a higher error than 99% of the 3DPW test samples.

We include more in-the-wild examples from COCO in
Figure 4, which shows initial estimations without iterative
updates (T=0) and results from ReFit (T=5).

Feature map visualization. We visualize the feature
maps from the semantic keypoint model in Figure 3. The
main model that produces state-of-the-art results has no

ReLU operator on the feature maps, which allows both
positive and negative values. We train an alternative model
with ReLU on the feature maps. This alternative model pro-
duces slightly lower benchmark results, but the features are
“cleaner” as they are strictly positive.

Nevertheless, the feature maps capture meaningful fea-
tures around the corresponding keypoints, often appearing as
peaks or valleys. This paper does not explore other auxiliary
supervision or regularization, but other studies have indi-
cated the benefit of auxiliary intermediate supervision [22].
Combining the feature maps with different outputs, such
as explicit keypoint detection [20], can also be explored in
future work.

Failure examples. We show examples at the 99.9th error
percentile from 3DPW in Figure 5. These examples are
deemed failures. They typically contain severe occlusions,
close interaction with another human, or unclear images due
to far distance or low lighting. In some examples, we also
observe left-right flips of the reconstruction.

Our state-of-the-art model is not trained with extreme
crop augmentation, but we believe such augmentation can
improve cropped cases in real-world applications [7, 11].
Left-right flipping can be addressed with video input and a
temporal prior [5]. Close interaction with another human is
a fruitful direction for future research [4].
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