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A. Implementation Details

A.1. Experiment Setting Details

The split of labelled (‘Old’) and unlabelled (‘New’) categories follows GCD [16]. That is, 50% of all classes are sampled as ‘Old’ classes ($Y_l$), and the rest are regarded as ‘New’ classes ($Y_u \setminus Y_l$). The exception is CIFAR100, for which 80% classes are sampled as ‘Old’, following the novel category discovery (NCD) literature. Regarding the sampling process, for generic object recognition datasets, the labelled classes are selected by their class index (the first $|Y_l|$ ones). For the Semantic Shift Benchmark, data splits provided in [17] are adopted. For Herbarium 19 [14], the labelled classes are sampled randomly. Additionally, for ImageNet-1K [4] which is not used in [16], we follow its fashion to select the first 500 classes sorted by class id as the labelled classes. Then for all datasets, following [16], 50% of the images from the labelled classes are randomly sampled to form the labelled dataset $D^l$, and all remaining images are regarded as the unlabelled dataset $D^u$. All experiments are done with a batch size of 128 on a single GPU, except for ImageNet-1K, on which we train with eight GPUs, scale the learning rate with the linear scaling rule, and keep the per-GPU batch size unchanged. The inference time on ImageNet-1K is still evaluated with one GPU.

A.2. Re-implementing Previous Works

Results of GCD [16] are taken from the original paper (if available), and otherwise re-implemented with the official codebase. One exception is ImageNet-1K [4], which was not evaluated by the authors. Since naively adopting their official codebase to ImageNet-1K fails as the semi-supervised $k$-means procedure requires too much GPU memory and cannot be done with available hardware, we drop the $k$-mean++ initialisation [1] which takes the most memory, and re-implement the method with fass [8] for speed up (otherwise the evaluation takes more than one day). The results are in the main paper, compared to our proposed strong baseline SimGCD, GCD requires significantly more time to run and more engineering efforts, and yet achieves a lower performance than SimGCD, which demonstrates the effectiveness of our proposed method. Results of UNO+ [6] and RS+ [7], which are adaptations of the original works to the GCD task, are directly taken from the GCD [16] paper. Also note that unlike UNO [6], our method does not adopt the over-clustering trick for simplicity. Results of ORCA [2] are re-implemented with the official codebase. We align the details in dataset split and backbone (ViT-B/16 [5] pre-trained with DINO [3]) with GCD [16] for a fair comparison.

A.3. Error Analysis Details

We briefly clarify the details of obtaining the four kinds of prediction errors in the main paper: we first rank the category indexes in consecutive order, such that by index, all ‘Old’ classes are followed by all ‘New’ classes. We then compute the full confusion matrix, with each element summarising how many times images of one specific class (row index) are predicted as one class (column index). All elements are divided by the number of testing samples to account for the percentage. We then reduce the diagonal terms to zero (representing correct predictions), and thus all remaining elements represent different kinds of prediction errors (i.e., absolute contribution to the errors of ‘All’ ACC). Finally, we slice the confusion matrix into four sub-matrices.
at the boundaries between the ‘Old’ and ‘New’ classes, and add all elements in each sub-matrix together, thus obtaining the final error matrix standing for the four kinds of prediction errors. Such a way of error classification helps distinguish the prediction bias between and within seen and novel categories, and thus facilitates the design of new solutions. Note that the diagonal elements, e.g., ‘True Old’ predictions, do not stand for correct predictions, but for cases that incorrectly predicting samples of one specific ‘Old’ class to another wrong ‘Old’ class.

B. Extended Experiments And Discussions

B.1. Main Results

We present the full results of SimGCD in the main paper with error bars in Tab. 1. The results are obtained from three independent runs and thus avoid randomness.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>All</th>
<th>Old</th>
<th>New</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIFAR10</td>
<td>97.1±0.0</td>
<td>95.1±0.1</td>
<td>98.1±0.1</td>
</tr>
<tr>
<td>CIFAR100</td>
<td>80.1±0.9</td>
<td>81.2±0.4</td>
<td>77.8±2.0</td>
</tr>
<tr>
<td>ImageNet-100</td>
<td>83.0±1.2</td>
<td>93.1±0.2</td>
<td>77.9±1.9</td>
</tr>
<tr>
<td>ImageNet-1K</td>
<td>57.1±0.1</td>
<td>77.3±0.1</td>
<td>46.9±0.2</td>
</tr>
<tr>
<td>CUB</td>
<td>60.3±0.1</td>
<td>65.6±0.9</td>
<td>57.7±0.4</td>
</tr>
<tr>
<td>Stanford Cars</td>
<td>53.8±2.2</td>
<td>71.9±1.7</td>
<td>45.0±2.4</td>
</tr>
<tr>
<td>FGVC-Aircraft</td>
<td>54.2±1.9</td>
<td>59.1±1.2</td>
<td>51.8±2.3</td>
</tr>
<tr>
<td>Herbarium 19</td>
<td>44.0±0.4</td>
<td>58.0±0.4</td>
<td>36.4±0.8</td>
</tr>
</tbody>
</table>

Table 1. Complete results of SimGCD in three independent runs.

B.2. Unknown Category Number

In the main text, we showed that the performance of SimGCD is robust to a wide range of estimated unknown category numbers. In this section, we report the results with the number of categories estimated using an off-the-shelf method [16] (Tab. 2) or with a roughly estimated relatively big number (two times of the ground-truth \( K \)), and compare with the baseline method GCD [16].

The results on CIFAR100 [10], ImageNet-100 [4], CUB [18], and Stanford Cars [9] are available in Tabs. 3 and 4. Our method shows consistent improvements on four representative datasets when \( K \) is unknown, no matter with the category number estimated with a specialised algorithm (w/ Est.), or simply with a loose estimation that is two times the ground truth (w/ \( 2K \), other values are also applicable since our method is robust to a wide range of estimations). This property could ease the deployment of parametric classifiers for GCD in real-world scenarios.

B.3. Extended Analyses

In supplementary to the main paper, we present a more complete version of the analytical experiments.

In Fig. 1, we show the error analysis results of SimGCD over five representative datasets that cover coarse-grained, fine-grained, and long-tailed classification tasks. Overall, it shows that the entropy regulariser mainly helps in overcoming two types of errors: the error of misclassification between ‘Old’/’New’ categories, and the error of misclassification within ‘New’ categories. One exception is the long-
Herbarium 19. The entropy regularisation term is formulated to approach the uniform distribution, which may account for its inferior performance.

In Fig. 4, we also show the per-class prediction distributions using different category numbers on ImageNet-100 and Herbarium 19. Our method effectively identifies the criterion for ‘New’ classes, thus keeping the number of active prototypes close to the ground-truth class number. Notably, a loose category number greater than the ground truth may harm fitting the class-balanced ImageNet-100 dataset, but could help fit the distribution of the long-tailed Herbarium 19 dataset.

In Fig. 2, we show the complete per-class prediction results of SimGCD on five representative datasets. Proper entropy regularisation helps overcome the prediction bias in both ‘Old’ classes and ‘New’ classes, and fits the ground-truth distribution. The conclusion is consistent across generic classification datasets, fine-grained classification datasets, and naturally long-tailed datasets.

In Fig. 3, we present a closer look at ImageNet-100 and Herbarium 19. The entropy regularisation term is formulated to make the model’s predictions closer to the uniform distribution. But interestingly, we empirically found that it could make the models’ predictions more biased on the class-balanced ImageNet-100 dataset when the regularisation is too strong. And when the dataset itself is long-tailed (Herbarium 19), it also could help fit the ground-truth distribution. We also note that the self-labelling strategy adopted by UNO [6] forces the predictions in a batch to be strictly uniform, which may account for its inferior performance.

Figure 2. Complete per-class prediction distribution results of SimGCD on five representative datasets. Proper entropy regularisation helps overcome the prediction bias in both ‘Old’ classes and ‘New’ classes, and fits the ground-truth distribution. The conclusion is consistent across generic classification datasets, fine-grained classification datasets, and naturally long-tailed datasets.

Figure 3. A closer look at the per-class distributions. Notably, although the entropy regularisation term is formulated to approach uniform distribution, it could make the models’ predictions more biased on the class-balanced ImageNet-100 dataset when the regularisation is too strong. Interestingly, it also could help fit the distribution of the long-tailed Herbarium 19 dataset.
B.4. Relationship to Imbalanced Recognition

Our work also shares motivation with literature in long-tailed/imbalance recognition [12, 19, 13], in which resolving the imbalance in models’ prediction is also an important issue. Technically, they commonly depend on a prior class distribution to adjust classifiers’ output, which is not accessible in GCD since labels for novel classes are unknown. One could also estimate this distribution online from predictions, which is inaccurate due to its open-world nature. We note one baseline (ORCA [2]) compared in the paper also shares key intuition with these works (adaptive margin). We also reimplement one close work that operates on imbalanced semi-supervised learning, i.e., DebiasPL [20], aligning representation learning with GCD, and show a comparison in Tab. 5. DebiasPL surpasses UNO+ on fine-grained classification in novel classes and verifies it could overcome the prediction imbalance to some extent. It also outperforms ORCA but still lags behind GCD and ours. We hypothesise manually altering logits may not be suitable for open-world settings. Instead, a more natural and general solution could be to regularise prediction statistics and let the model adjust via optimisation.

Table 5. Comparison to imbalanced recognition-inspired methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Logit Adjust</th>
<th>CIFAR100</th>
<th>ImageNet-100</th>
<th>CUB</th>
<th>Stanford Cars</th>
<th>Herbarium 19</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>All</td>
<td>Old</td>
<td>New</td>
<td>All</td>
<td>Old</td>
</tr>
<tr>
<td>ORCA [2]</td>
<td>✓</td>
<td>69.0</td>
<td>77.4</td>
<td>52.0</td>
<td>73.5</td>
<td>92.6</td>
</tr>
<tr>
<td>DebiasPL [20]</td>
<td>✓</td>
<td>60.9</td>
<td>69.8</td>
<td>43.1</td>
<td>43.5</td>
<td>59.1</td>
</tr>
<tr>
<td>UNO+ [6]</td>
<td>x</td>
<td>69.5</td>
<td>80.6</td>
<td>47.2</td>
<td>70.3</td>
<td>95.0</td>
</tr>
<tr>
<td>GCD [16]</td>
<td>x</td>
<td>73.0</td>
<td>76.2</td>
<td>66.5</td>
<td>74.1</td>
<td>89.8</td>
</tr>
<tr>
<td>SimGCD</td>
<td>x</td>
<td>80.1</td>
<td>81.2</td>
<td>77.8</td>
<td>83.0</td>
<td>93.1</td>
</tr>
</tbody>
</table>
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