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A. More Implementation Details
Baseline Details. All the table results in main paper use
the same ResNet50 [4] backbone for a fair comparison.
The number of object queries is 100 by default for all ex-
periments. Our method is trained by only 12 epochs on the
COCO training set and evaluated on the COCO validation
set. All the experiments are carried out on 8 V100 GPUs.
Following previous methods [5, 9], we use mAP (mean AP
on the IoU threshold of 0.5) as the metric for OVIS.
Training and Inference Details. We adopt the default
training of Mask2Former [8, 2, 1]. A learning rate multi-
plier of 0.1 is applied to the backbone. For data augmenta-
tion, we use the default large-scale jittering (LSJ) augmen-
tation with a random scale sampled from the range 0.1 to
2.0 with the crop size of 1024 × 1024. We use the default
Mask R-CNN inference setting [3], where we resize an im-
age with a shorter side to 800 and a longer side to 1333.
For the inference of OSPS, we do not use the default joint
merge for things and stuff that is used in Mask2Former [2].
Instead, we put the thing mask first and fill the remaining
area with stuff mask prediction. In the experiment part, we
find that the thing predictions for the unknown are usually
in a low score, and they may be covered by high score stuff
mask prediction. This is because all the stuff masks are
trained in a supervised manner.
Training Splits For OVIS and OSPS. For OVIS, we fol-
low the 48/17 split in COCO proposed by [7], in which 48
classes are base classes, and 17 are novel classes. For OSPS,
we follow the unknown things split proposed by [6]. The
unknown percentages are 5%, 10%, and 20% separately.

Concretely, for 48/17 split of OVIS, the base classes
are: “person”, “bicycle”, “car”, “motorcycle”, “truck”,
“boat”, “bench”, “bird”, “horse”, “sheep”, “zebra”, “gi-
raffe”, “backpack”, “handbag”, “skis”, “kite”, “surfboard”,

*The first two authors contributed equally to this work. † Corre-
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Table 1: OVR-CNN experiments for Open Vocabulary Ob-
ject Detection on COCO with 48/17 spilt. “Vanilla” means
the origin OVR-CNN model without our proposed modules.

Method Constrained Generalized
Base Novel Base Novel All

Vanilla 40.6 22.6 39.8 18.5 34.2
w. Gro 40.3 23.3 39.4 19.6 34.2

w. Gro & Gen 40.6 23.4 40.3 18.9 34.7

“bottle”, “spoon”, “bowl”, “banana”, “apple”, “orange”,
“broccoli”, “carrot”, “pizza”, “donut”, “chair”, “bed”,
“tv”, “laptop”, “remote”, “microwave”, “oven”, “refrig-
erator”, “book”, “clock”, “vase”, “toothbrush”, “train”,
“bear”, “suitcase”, “frisbee”, “fork”, “sandwich”, “toilet”,
“mouse”, “toaster”.

The novel classes are: ’bus’, ’dog’, ’cow’, ’ele-
phant’, ’umbrella’, ’tie’, ’skateboard’, ’cup’, ’knife’, ’cake’,
’couch’, ’keyboard’, ’sink’, ’scissors’, ’airplane’, ’cat’,
’snowboard’.

For OSPS, the unknown things are: 5%: “car”, “cow”,
“pizza”, “toilet”. 10%: “boat”, “tie”, “zebra”, “stop sign”.
20%: “dining table”, “banana”, “bicycle”, “cake”, “sink”,
“cat”, “keyboard”, “bear”.

B. More Experiments Results

Will Joint Grounding and Captioning Help Other Ar-
chitectures? We conduct experiments on a previous model,
OVR-CNN [9], to further evaluate the effectiveness of
our proposed modules, i.e., caption grounding with object
nouns and caption generation. We re-implement OVR-CNN
using PyTorch and add the two modules onto its architec-
ture. The training schedule and results may differ from the
original paper [9], while the training settings are the same
in our experiments. Concretely, we train 40,000 steps with
a batch size of 56 for the caption pre-training stage and

1

https://github.com/jianzongwu/betrayed-by-captions
https://github.com/jianzongwu/betrayed-by-captions


Table 2: Ablation on fully supervised instance segmenta-
tion, object detection, and panoptic segmentation. AP-novel
indicates the mean AP on the 17 novel classes (trained in
the fully supervised setting). AP-bbox indicates object de-
tection.

Method Instance Panoptic
AP AP-novel AP-bbox PQ PQ-th PQ-st

class-label 59.3 66.6 58.9 46.4 51.9 38.2
class-emb. 50.6 57.8 50.2 44.4 50.5 35.1

w/ gro. 50.8 57.4 50.3 44.1 50.3 35.0
w/ gen. 50.9 57.6 50.7 44.2 50.5 34.8
w/ both. 51.3 57.5 50.7 44.3 50.6 34.9

Table 3: Ablation on layers of Caption Generator and qual-
ity of Open Vocabulary Instance Segmentation. We adopt
BLUE, CIDEr, and ROUGE as the metrics to evaluate the
quality of generated captions.

Layers Segmentation Caption Generation
Base Novel All BLUE-1 BLUE-2 BLUE-3 BLUE-4 CIDEr ROUGE

2 46.7 23.4 40.6 0.473 0.311 0.206 0.141 0.307 0.360
4 46.0 28.4 41.4 0.418 0.258 0.166 0.111 0.239 0.320
6 48.2 26.9 42.6 0.387 0.226 0.138 0.088 0.171 0.289

30,000 steps with a batch size of 48 for the detector fine-
tuning stage. Tab. 1 shows that by adding caption grounding
with object nouns, the novel AP score increases, indicating
our proposed method’s effectiveness. However, adding a
caption generation module does not bring further improve-
ment. This may be explained by the fact that OCR-CNN
already applies ITM and MLM losses as auxiliary losses
during the pre-training process, which extracts knowledge
from all words in the captions.
Will Joint Grounding and Captioning Help the Fully Su-
pervised Baseline? To answer this question, we perform
ablation on fully supervised settings in Tab. 2. For the
proposed CGG, we verify two main components: caption
grounding and generation. Class-emb means only using
pre-trained text embeddings for mask classification. Class-
label is a traditional learnable, fully connected layer that
converts the classes into contiguous labels. In Tab. 2, we
observe that the fully supervised method achieves better re-
sults than using class embeddings in all three tasks. As
shown in the last three rows of Tab. 2, for within-class em-
bedding settings, the added caption grounding and gener-
ation modules help to improve the performance on OVIS
but bring no performance gain on OSPS. We conclude that
joint grounding and captioning have limited benefits (0.5%
improvements) in supervised settings.
Will Better Caption Generator Help Open Vocabulary
Instance Segmentation? We further explore the influence
of the caption generation module to open vocabulary in-
stance segmentation. Tab. 3 shows the results. As we adopt

Table 4: Ablation on different object nouns parsers.

Method Novel AP All AP

ImageNet 21K parser 19.9 41.3
LVIS parser (ours) 28.4 41.4
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Figure 1: The correlation map between Ground Truth and
model predictions on novel classes. The noun embeddings
and object queries for novel classes are highly correlated.

a larger caption generator, the overall segmentation qual-
ity (AP all) increases. On the contrary, the quality of the
caption (including BLUE and CIDEr) generation drops. A
better caption generator may not be a better open vocabu-
lary instance segmenter. The role of the caption generator is
to force the model to know the existence of novel objects, so
pursuing a better caption generation model is not our goal
for OVIS and OSPS.
ImageNet21K Parser to Extract Object Nouns We per-
form an ablation on the choice of object noun parser. The
results are shown in Tab. 4. When using ImageNet 21K
parser, the novel AP drops from 28.4 to 19.9. This could
potentially stem from the fact that many class names within
ImageNet 21K comprise words that are not object nouns,
such as “drive”, “yellow”, “red”, and “top”.

C. Visual Analysis and Comparison

Visualization Analysis both Nouns and Object Queries.
We calculate the correlation map between the predicted
multi-modal embeddings ei and the Ground Truth class em-
beddings. As shown in Fig. 1, our model can correctly dis-
tinguish novel classes based on the segmentation masks.
More Visual Examples from Caption Generation. We
observe that in some cases, the caption generated by CGG



a couple pieces of luggage on top of the floor

CGG CGG w/o generator

a couple of people that are playing tennis

Figure 2: Examples of captions predicting objects that are
not in the category list.

can predict objects that are not in the category list. Cate-
gories beyond the given list cannot be correctly classified
using the similarity between multi-modal embeddings and
class embeddings since the class embeddings are not acces-
sible during inference, like in top images of Fig. 2. There
is a couple of luggage on the floor, but “luggage” is not a
class in the validation dataset. Without a caption generator,
the model classifies the luggage as “suitcase”. However,
with the caption generation module, the generated caption
successfully depicts the word “luggage”. In the bottom im-
ages, “tennis” is also described by captions. Fig. 3 shows
more visualization results with captions.
More Visualization Results on OVIS and OSPS. In Fig. 4,
we present more visual results of OVIS and OSPS tasks.
The CGG model can well segment and classify novel cate-
gories well.
Zero Shot Visualization on ADE20K dataset. In Fig. 5,
we show the visualization results on ADE20K dataset [10].
CGG can detect and segment novel classes in a zero-shot
manner on ADE20K. At the same time, CGG generates
comprehensive captions that well depict the content of the
images.
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a group of people riding skateboards down a street there is a bathroom sink with a large mirror above it

a man in the middle of a group of other people there is a fire hydrant on the side of the road

Figure 3: Visualization results of generated captions and the related segmentations of CGG. Input Image (Left), CGG w/o
caption generation (Middle), CGG (Right). “mirror” and “fire hydrant” are not in the category list (both base and novel) but
are still mentioned in the generated captions.

a red double decker bus driving down the street there is an airplane that can be seen on the ground there is a lot of stuff on the table

a close up of two plates of food a zebra looking down there is a lot of cars on the road

a person sitting on the ground under an umbrella a couple of elephants standing next to each other a bunch of bananas hanging from the metal pole

a plate of pizza on a table a bunch of bikes parked next to each other two different sized bears

Figure 4: More visualization results of OVIS (Top two rows) and OSPS (Bottom two rows). Novel classes are marked by
“*”.



a group of people standing next to each other on display a bedroom scene with focus on a small table

a couple of cars parked next to a fire hydrant a room filled with furniture next to each other

Figure 5: Visualization on ADE20k [10]. Following [2], we apply instance segmentation on 100 instance classes. Classes
not in COCO are marked by “*”.


