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Config Value
optimizer AdamW [6]

base learning rate 2e-5
weight decay 1e-7
droppath rate 0.1

batch size 32
Iterations 210,000

learning rate decay iteration 125,000
learning rate schedule steplr

maximum sampling frame gap 10
training set DAVIS [10] + YT-VOS [12]

Table 1: The training parameters of SimVOS used for DAVIS [9,
10] evaluation.

In this supplementary material, we provide detailed im-
plementation details, additional ablation study, completed
comparison on YouTube-VOS 19, and more qualitative and
quantitative results to demonstrate the effectiveness of the
proposed Simplified VOS framework (SimVOS). Specifi-
cally, Sec. A shows the detailed training details and archi-
tectures for our SimVOS. Sec. C shows the speed compar-
ison on V100 platform. More completed quantitative and
qualitative results are respectively presented in Sec. B and
Sec. D.

A. Implementation Details

Training hyperparameters. The training details of our
SimVOS are shown in Tables 1 and 2. Following the pre-
vious VOS approaches [8, 14, 13], different training data
sources are used to train our SimVOS model, which de-
pends on the target evaluation benchmark. Specifically, for
DAVIS 16/17 [9, 10] evalution, the combination of the train-
ing splits in both DAVIS-17 [10] and YouTube-VOS 19 [12]
is used for training. For YouTube-VOS 19 evaluation, only
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Config Value
optimizer AdamW [6]

base learning rate 2e-5
weight decay 1e-7
droppath rate 0.25

batch size 32
Iterations 210,000

learning rate decay iteration 125,000
learning rate schedule steplr

maximum sampling frame gap 15
training set YT-VOS [12]

Table 2: The training parameters of SimVOS used for YouTube-
VOS 19 [12] evaluation.

the training split in its own dataset is used. During the
training stage, only a pair of frames is randomly sampled
within the predefined maximum sampling frame gap. We
use a larger maximum sampling frame gap (i.e., 15) for the
YouTube VOS evaluation since the videos in this dataset are
commonly longer than the videos in the DAVIS datasets. To
alleviate overfitting and generalize well to unseen objects
in YouTube-VOS, a larger droppath rate (i.e., 0.25) is em-
ployed for training.

Architecture of the token refinement (TR) module. The
TR module consists of a convolutional layer and a fully-
connected layer, which is denoted as f(·) in Eq. 3 of the
main paper. The convolutional layer firstly reduces the input
channel of (C+1) to C/4 with a 3×3 kernel, and the output
is activated with a GELU [5] function. The fully-connected
layer further maps the input channel of c/4 to K for the
following prototype generation, which is detail in Fig. 4 of
the main paper.

Training. The training is conducted on 8 NVIDIA A100
GPUs, which takes about 15 hours to finish the whole main
training on video datasets.



Method S J&F ↑ Jseen ↑ Fseen ↑ Junseen ↑ Funseen ↑

MiVOS∗ [1] ✓ 82.4 80.6 84.7 78.1 86.4
HMMN [11] ✓ 82.5 81.7 86.1 77.3 85.0

STCN [3] ✓ 82.7 81.1 85.4 78.2 85.9
STCN∗ [3] ✓ 84.2 82.6 87.0 79.4 87.7

SwinB-AOT [14] ✓ 84.5 84.0 88.8 78.4 86.7
XMEM [2] ✓ 85.5 84.3 88.6 80.3 88.6
XMEM∗ [2] ✓ 85.8 84.8 89.2 80.3 88.8
CFBI [13] 81.0 80.6 85.1 75.2 83.0

CFBI+ [15] 82.6 81.7 86.2 77.1 85.2
JOINT [7] 82.8 80.8 84.8 79.0 86.6

SSTVOS [4] 81.8 80.9 - 76.7 -
XMEM− [2] 84.2 83.8 88.3 78.1 86.7
SimVOS-BS 82.2 81.7 86.1 76.4 84.7
SimVOS-B 84.2 83.1 87.5 79.1 87.2

Table 3: Comparisons with previous approaches on the YouTube-VOS 2019 validation set. S indicates the usage of synthetic data pre-
training. ∗ denotes the BL30K [1] pretraining. − means without applying synthetic data pre-training. We use the default 480P 6 FPS
videos evaluation on YouTube-VOS 2019.

Method DAVIS-16 DAVIS-17 YT-19
J&F J FPS J&F J FPS J&F Junseen FPS

STCN (NeurIPS‘21) - - 26.9 82.5 79.3 20.2 - - 13.2
SwinB-DeAOT-L (NeurIPS‘22) 89.8 88.7 - 83.8 81.0 15.4 82.0 76.1 11.9

XMEM (ECCV‘22) 90.8 89.6 29.6 84.5 81.4 22.6 84.2 78.1 22.6
SimVOS-BS 91.5 89.9 12.3 87.1 84.1 8.0 82.2 76.4 7.5
SimVOS-B 92.9 91.3 7.2 88.0 85.0 3.5 84.2 79.1 3.3

Table 4: Performance and FPS comparison between our SimVOS and SOTA approaches. All methods use a single training stage on
DAVIS17+YT-19) for fair comparison. FPS is measured on one V100.

B. Results on YouTube-VOS 19
We show the complete results on YouTube-VOS 19 [12]

in Table 3. Our methods perform favorably against state-
of-the-art VOS approaches under the same training setting.
Specifically, SimVOS-B achieves better performance on un-
seen objects than the other approaches, which shows its
generalization ability to new objects. Although our efficient
variant (SimVOS-BS) obtains inferior results to SimVOS-
B, it still outperforms the other transformer-based approach
(SSTVOS) in terms of the J&F metric.

C. Speed Comparison on the V100 platform
Tab. 4 shows the speed using a V100 on 3 datasets.

Despite its lower speed, our SimVOS-B gets best perfor-
mance on 3 VOS benchmarks w/ the naive memory mech-
anism, which demonstrates its strong matching ability. Our
TR module reduces the generated tokens to speed-up VOS.
Other solutions are also possible, e.g., modifying ViT to be
more efficient. We leave this as future work since our aim
is to bridge the gap between VOS and self-supervised pre-

training ViT communities, inspiring future works in VOS
pre-training.

D. Qualitative Visualization

We show more qualitative visualization in Fig. 1. The
visualization of the attention in foreground prototype gen-
eration indicates that the TR module tends to aggregate dis-
criminative boundary features. This can be explained that
the local boundary cues play an essential role in accurate
VOS.
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