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Figure 1. Qualitative results of our baseline, SOTA approach DAFormer [2], and our proposed CMDA(I) in the image-based
Dark Zurich dataset [6]. Note that the content information generated by our proposed Image Content-Extractor are only
utilized during training in CMDA(I).

A. Event Representation

The event camera outputs a continuous stream of
events, wherein each event consists of four distinct ele-
ments, namely (t, x, y, p). Here, t denotes the trigger time,
(x, y) represents the spatial coordinate, and p ∈ {+1,−1}
is the polarity that represents the sign of the brightness
change [3].

Raw events are discrete spatial-temporal points that pose
challenges for feature extraction and integration with im-
age modalities. To overcome this, we follow the previ-
ous approach [8] to embed raw events as an image E ∈
RH×W×B , where B represents the number of temporal
bins. A higher value of B indicates a more refined represen-
tation of temporal information. However, in our proposed
CMDA, we focus on the High Dynamic Range (HDR) of
the event camera instead of the high temporal resolution.
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Moreover, to ensure consistency in the number of chan-
nels of EME and E for training the style transfer network
GEME→E , we set B = 1.

B. Annotations Distribution

Our proposed DSEC Night-Semantic dataset contains
18 classes. Distribution of annotations across individual
classes is provided in Figure 3.

C. Training details

Style Transfer Network GEME→E . Following Cycle-
GAN [9], we randomly select 1,000 EME and Et from
the Cityscapes and DSEC dataset. Then, cycle consistency
and adversarial loss are utilized to train the network for 200
epochs.

Data Augmentation. In the source domain, namely
the Cityscapes [1] dataset, we resize Is, Ês, and ICE s to
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Figure 2. The failure cases of our CMDA in the proposed DSEC Night-Semantic image-event dataset.
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Figure 3. Number of annotated pixels (y-axis) per classes (x-axis)
for our proposed DSEC Night-Semantic dataset.

1024× 512 and randomly crop them into 512× 512, as per
the DAFormer [2].

For the target domain, namely our proposed DSEC
Night-Semantic dataset, we randomly crop areas of 400 ×
400 on It, Et, and ICE t and resize them to 512× 512.

During the calculation of the target loss Lt, we follow
DACS [7] and apply additional data augmentation tech-
niques, i.e., color jitter, Gaussian blur, and ClassMix [4],
on the input images It of fS . The corresponding ICE t

are directly generated from It with the proposed Image-
Content Extractor, while Et are exclusively enhanced by
ClassMix [4].

D. Visualization in Dark Zurich
In this section, we demonstrate the performance of the

proposed Image Content-Extractor in the image-based Dark
Zurich dataset [6], and compare it with the SOTA approach
DAFormer [2]. As shown in Figure 1, our proposed Image
Content-Extractor effectively mitigates the impact of night-
time glare, resulting in clearer edge segmentation of the sky
and other objects.

E. Failure Cases
Our proposed CMDA integrates the event modality into

nighttime semantic segmentation for the first time, leading
to a significant improvement in segmentation performance.
However, our CMDA may fail to generate satisfactory re-
sults in some cases. We compare these results with different
modalities inputs in Figure 2.

Looking at the event modality in the first row, it is ev-
ident that the HDR of nighttime events provides a clear
contrast between the edges of buildings. Consequently, the
building and the sky in the yellow box of CMDA(E) are
accurately segmented with event inputs. However, when
fusing images with events, CMDA(I + E) failed to fully
utilize the benefits of the event modality. The results in the
second row shows a similar situation, where events capture
more robust features in the corner cases, yet CMDA fails to
integrate events effectively.

The aforementioned cases show that our CMDA puts
higher weights on image modality during fusion, which re-
sults in the under-utilization of event modality. We attribute
this to the fact that in the source domain, daytime images



typically contain a vast majority of favorable information
in the scene. As a result, CMDA can generate satisfactory
segmentation results even when just relying on the image
modality, and the weights of the event modality is lowered.
Conversely, in nighttime scenes, event modality demon-
strates its HDR advantage. Nonetheless, due to the absence
of ground truth for supervised training, pseudo labels gen-
erated by fT tend to rely more on the image modality.

F. Limitations
• Paired Images and Events. Our CMDA requires

nighttime paired event and image modalities for train-
ing, so we wrap the 1440× 1080 images to the 640×
480 event coordinates. However, this operation com-
promises the advantage of high-resolution in the orig-
inal images, and may have a negative impact on fine-
grained segmentation. Therefore, future studies could
focus on how to directly fuse unpaired image and event
modalities, thereby leveraging the high resolution of
images and HDR nighttime events.

• Short-Time Events. Our CMDA employs events cap-
tured within 50ms window as input. However, it is
worth noting that short-time events may not provide
a comprehensive representation of the scene, particu-
larly when the relative motion between the scene and
the event camera is weak. This is precisely why we
choose to fuse events with images rather than relying
solely on events. Therefore, future studies could ex-
plore approaches to express a comprehensive represen-
tation of the scene by utilizing events over an extended
time range.

• Reliability of Generated Events Ês. The ESIM
events simulator [5] guarantees the high temporal res-
olution of events by interpolating a large number of
frames between two adjacent images. Conversely, our
proposed Image Motion-Extractor utilizes only the dif-
ference between two images to simulate events, which
undoubtedly ignores the temporal information of the
events and generates unreliable events compared to
real events. However, in this paper, we focus mainly
on the high dynamic range advantages provided by the
event modality. Thus, events are embedded as a sin-
gle channel image form and the temporal information
is discarded. Future studies could explore the impact
of high temporal resolution of events on nighttime se-
mantic segmentation.
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