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Our supplementary material contains the following con-
tents:

(A) Demo video. We provide a demo for offboard HD map
generation in Sec. A.

(B) Voxel-NeRF details. We explain the formulation of
training and using Voxel-NeRFs in Sec. B.

(C) Generalizability of MV-Map with LiDAR. In addi-
tion to the vision-oriented experimentation in the main
paper, we show the generalizability of MV-Map and
incorporate it with the LIDAR modality in Sec. C.

(D) Applications of Auto-labeling. We validate the effec-
tiveness of MV-Map for auto-labeling, by using it to
generate pseudo HD map labels in Sec. D.

(E) Additional quantitative results. We supplement ab-
lation studies, especially using additional onboard
models, in Sec. E.

(F) Additional qualitative results. The generated HD
maps together with the reconstructed 3D structure via
our Voxel-NeRF are visualized in Sec. F.

(G) Implementation details. We describe additional im-
plementation details for reproducing our results in
Sec. G.

A. Demo Video

We provide a demo video at https : //youtu.be/
SN140TyMFrk that showcases how our MV-Map pro-
duces high-quality HD maps by fusing frames from diverse
viewpoints. Notably, the video highlights the effectiveness
of MV-Map in iteratively refining complex road topologies
and long road elements while dealing with frequent occlu-
sions in urban traffic.

B. Voxel-NeRF Details

In this section, we introduce the details of optimizing
our Voxel-NeRF and augmenting our MV-Map with the en-
coded 3D structure (Sec. 4.3 of the main paper).

“Equal contribution.

B.1. NeRF optimization

We supervise our Voxel-NeRF in a way that is identi-
cal to standard NeRF models [12, 13, 14, 17], by using a
photometric loss between the rendered pixel color and the
ground-truth color.

We first describe how NeRF infers the color of every
pixel in this process. NeRF renders the color of an arbi-
trary pixel by accumulating the density and color informa-
tion along the camera ray. Specifically, we denote the cam-
era ray for the pixel as r, which is unique for each pixel.
By denoting the camera origin as o and the direction of r
as d, every 3D coordinate along the ray can be written as
{o + td|t e R"}. The RGB color of the pixel comes from
the integral along the ray r:

C(r) = /t ' T(t)o(t)c(t)dt, (A)

where ¢ ranges from the near and far planes ¢,, and ¢y,
T(t) =exp(— f:ﬂ o(o + sd)ds) models the accumulated
transmittance along the ray from ¢,, to ¢, and ¢ and c denote
the density and color encoded in NeRF, respectively.

The photometric loss is a reconstruction loss between the
RGB colors predicted by NeRF and from the ground-truth
images:

Ecolor = ErHC(r) - C(I‘)”%, (B)
where C(r) is the ground-truth RGB values extracted from
the images.

As discussed in Sec. 4.3 of the main paper, we further

add a total-variance loss Lty to guide the optimization of
near-ground geometry. The final loss term is:

L = MLeolor + A2Lrv, ©
where A\; and )5 are trade-off hyper-parameters.
B.2. NeRF ray casting

In Sec. 4.3 of the main paper, we show how we incorpo-
rate the multi-view geometry in Voxle-NeRF with our un-
certainty network. The key operator is to reconstruct the


https://youtu.be/SN14oTyMFrk
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position of the nearest surface for each voxel by ray-casting
through the corresponding image pixel. We achieve this by
rendering the termination depth through volume rendering.

Specifically, for every camera ray represented in the form
of {o+td|te R} (explained in Sec. B.1), the termination
depth of the ray D(r) is:

R ts
D(r) = / T(t)o(t)dt. (D)
tn
Similar to Eqn At ranges from the near and far planes ¢,
andty, T'(t) =exp(— ft o(0+sd)ds) models the accumu-
lated transmlttance along the ray from t,, to ¢, and o denotes
the density in NeRF.

C. Generalizability of MV-Map with LiDAR

In this section, we provide the model design details of

incorporating MV-Map with LiDAR modality as described
in Sec. 5.6 (main paper).
Onboard model. We modify the original image-based on-
board model by adding a branch of LiDAR encoder with
PointPillar [6] to generate the BEV feature maps from the
point clouds. The BEV feature maps generated by the Li-
DAR encoder are later stacked with the image-based BEV
features to form the final BEV features.

Uncertainty network. The architecture of the uncertainty
network remains unchanged when integrating the LiDAR
sensor, as our offboard fusion pipeline is agnostic to the
upstream BEV perception modules.

Voxel-NeRF. In addition to optimizing the Voxel-NeRF
with the photometric loss and total-variance loss as in
Sec. 4.3 (main paper), we further leverage the point clouds
to improve NeRF. Specifically, we follow DS-NeRF [3] and
apply an extra depth loss term:
Laepn = Eo[| D(r) — D(r)|3, (E)
where D(r) is the rendered termination depth in Eqn. D,
and D(r) is the depth of LiDAR points. Note that point
clouds are sparser than image pixels, so we project LIDAR
points onto the images and only apply the above loss term to
the pixels that correspond to LiDAR points for supervision.
Our final training loss for Voxel-NeRF combines the
photometric, total-variance, and depth losses when the Li-
DAR modality is available:

L= >\1£color + >\2£TV + >\3£deplha (F)

where A1, A2, and A3 are trade-off hyper-parameters.

Results. Table 5 (main paper) summarizes the result of
MV-Map with LiDAR, which again significantly outper-
forms the onboard model. In addition, due to leveraging the
additional modality, MV-Map with both camera and LIDAR

Table A: Comparison between onboard models trained with
either ground-truth labels (GT) or pseudo-labels generated
by our MV-Map (PL). The model trained with our pseudo-
labels achieves comparable performance. This validates the
high quality of HD maps generated by MV-Map and further
supports its effectiveness for auto-labeling.

mloU (Validation set, Long-range)

Label ‘ Divider Ped Crossing Boundary  All
PL (Ours) | 38.99 25.15 38.68 34.27
GT 38.89 25.40 38.16 34.15

achieves larger improvement, compared with the unimodal
model result with only camera shown in Table 1 This result
serves as further evidence that our framework is capable of
adapting to multi-modality and achieving improved perfor-
mance.

D. Applications of Auto-labeling

The experimental results in the main paper show that
MV-Map generates high-quality HD map labels. This in-
dicates that our method is an effective auto-labeling strat-
egy, which can potentially serve as a substitute for human
labeling and thus support downstream applications. To fur-
ther assess the quality of these labels, which we refer to as
“pseudo-labels,” we conduct an experiment by training a
new onboard model with pseudo-labels and comparing its
efficacy with that trained with ground-truth labels.

To this end, we follow the semi-supervised learning ex-
perimental setup introduced in offboard 3D detection [15].
We use 50 out of 700 sequences on the training set of
nuScenes [ ] to train our uncertainty network and deploy it
to infer the HD map labels for the remaining 650 sequences
on the training set. We then train an onboard model from
scratch on these 650 sequences with either the ground-truth
labels or pseudo-labels from MV-Map.

The result in Table A shows that the model trained
with pseudo-labels achieves comparable performance to
that trained with ground-truth labels. This suggests that
our auto-labeling approach is effective for supporting semi-
supervised training. It is worth noting that our pseudo-
labeling performs slightly better, likely because it helps to
reduce over-fitting as evidenced by that on the training set
using ground-truth labels results in 2.5% higher mIoU over
pseudo-labels. Based on the high quality of the generated
HD maps, our auto-labeling pipeline has the potential to be
useful for other BEV perception tasks that involve traffic el-
ements, such as BEV segmentation and lane detection. We
leave such investigation as interesting future work.



Table B: Performance of MV-Map with varied training-time
frame numbers. Given that the performance saturates at 5
frames, we adopt 5 frames for training to best trade-off ac-
curacy and computational cost. Note that during inference,
we apply MV-Map to sequences with unbounded lengths.

mloU (Long-range)

#Frames Divider Ped Crossing Boundary  All
3 47.64 32.36 49.67 43.22
5 48.15 33.34 50.28 43.92
7 48.23 34.31 50.11 44.22

Table C: MV-Map generalizes to other onboard models. Us-
ing HDMapNet [7] as our onboard model, MV-Map is con-
sistently effective and significantly improves the HD map
quality.

mloU
Methods ‘ Divider Ped Crossing Boundary  All
HDMapNet | 46.20 24.38 56.99 42.52
+MV-Map 49.82 29.83 58.54 46.06
A mIoU +3.62 +5.45 +1.55 +3.54

E. Additional Quantitative Results
E.1. Impact of Training-time Frame Number

As described in Sec. 4.4, we train the uncertainty net-
work on clips with a fixed number of frames due to GPU
capacities but later apply it to sequences with unbounded
lengths. We analyze how the training-time frame number
impacts the performance of the uncertainty network. In Ta-
ble B, we demonstrate that increasing the number of frames
is beneficial to the fusion performance, as the uncertainty
network has access to more diverse viewpoints for fusion
during the training time. Moreover, increasing from 3 to 5
frames has a significant gain in performance, while increas-
ing from 5 to 7 frames only has marginal improvement. Our
experiments in the main paper use 5-frames for training to
balance the performance and computation cost.

E.2. Generalizing to Additional Onboard Models

We demonstrate that the region-centric fusion approach
in our MV-Map is generalizable to other onboard BEV per-
ception models. In addition to the SimpleBEV [4] and Vec-
torMapNet discussed in Sec. 4 of the main paper, we adopt
HDMapNet [7]. Following our experiment in Sec. C, we
incorporate the HDMapNet encoder with the LiDAR point
clouds. As shown in Table C, MV-Map significantly im-
proves upon both the HDMapNet [7] and VectorMapNet [9]
result, thus supporting the generalizability of MV-Map.

E.3. Sensitivity to KL divergence loss

To further investigate the sensitivity of MV-Map’s per-
formance to the weight of the KL divergence loss (Sec. 4.2,

Table D: Comparison between fusing BEV feature maps F;
and semantic maps. We choose to fuse semantic maps in
Sec. 4.2 (main paper) because of its better performance.

Fusion mloly

Divider Ped Crossing Boundary  All
Onboard ‘ 39.30 26.44 39.10 34.95
BEV feature | 45.88 33.06 46.38 41.77
Semantic 48.15 33.34 50.28 43.92

main paper), we conduct ablation experiments with differ-
ent settings of w. Compared to the original setting of w =
0.1, setting w = 0.2 results in an increase of 0.25 in mloU,
while setting w = 0.05 causes a small decrease of 0.04 in
mloU. These minor variations in mloU with sizable changes
in w indicate that MV-Map’s performance is fairly robust to
the exact weight of the KL divergence loss.

E.4. Fusing semantics versus BEV features.

Our region-centric framework performs weighted aver-
ages over the semantic maps .S; instead of the BEV features
F;. In Table D, we justify our design choices, where fus-
ing BEV features is worse than fusing semantic maps. The
main reason is the domain shift between training and in-
ference when we have numerous input frames of offboard
data. Furthermore, fusing BEV features is also less prac-
tical which requires significantly more disk space to store
high-dimensional features.

F. Additional Qualitative Results
F.1. HD-Map Visualization

We provide more qualitative results on HD map gener-
ation in Fig. A, in addition to our visualizations in Fig. 5
and Fig. 8 of the main paper. Compared with onboard ap-
proaches, our offboard MV-Map significantly improves the
quality of HD maps for complex structures.

F.2. Voxel-NeRF Visualization

We provide more visualization results of our Voxel-
NeRF to indicate its capability of encoding multi-view con-
sistency. In Fig. B, we show the reconstructed 3D structure
of the scenes by our Voxel-NeRF model, by converting the
diffuse color and opacity of every voxel to a colored point
cloud. Qualitative results demonstrate that our Voxel-NeRF
successfully optimizes a high-resolution scene representa-
tion with multi-view consistency.

G. Implementation Details

We provide the detailed hyper-parameters and proce-
dures to reproduce MV-Map as described in Sec. 4.4 and
Sec. 5.1 (main paper), as well as Sec. C.
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Figure A: Qualitative results for HD map generation. We
compare the generated results from HDMapNet [7], our on-
board model, and the offboard fused results from MV-Map.
Compared with other approaches, our MV-Map achieves
better fidelity for complex road topology.

G.1. Onboard Model

As SimpleBEV [4] was not originally proposed for HD
map construction (despite its strong performance), we in-
herit their encoder design and train our own onboard mod-
els.

Backbone. Same as [4], we adopt ResNet-50 [5] as the
backbone to extract the feature maps for 6 surrounding im-
ages per frame on nuScenes. The third and final stages of
the ResNet output are used. We apply an additional convo-
lution layer to generate the final feature map with a length
and width of 1/8 compared to the original size of the images.

Feature lifting. For feature lifting, we use a sampling-
based BEV encoder to lift the 2D image feature into BEV
space. We first construct a local 3D voxel grid shaped
400 x 400 x 6 around the ego vehicle. The voxel grid size is

Scene 0655

(€) Voxel-NeRF Global

(d) HD-Map Label

Figure B: Visualization of reconstruction results by Voxel-
NeRF on the scene 0655 and 0061 from nuScenes. (a)
NeRF’s results in the highlighted regions; (b) images cap-
tured by the ego vehicle; (¢) NeRF’s results for the whole
scene; (d) ground-truth HD map labels. As highlighted
here, our Voxel-NeRF optimizes the 3D structure of the
whole scene with high quality and multi-view consistency.

0.15m for the short-range (60m x 30m) setting and 0.25m
for the long-range (100m x 100m) setting. Then, for each
grid point, we acquire its positions on the image plane with
intrinsic and extrinsic matrices, bi-linear sample the image
features, and fill them back into each voxel grid. Finally,
we reduce the voxel features into a BEV feature map with
an additional voxel encoder to make it a 2D BEV feature.
During this process, the height range of the sampled voxel
grid in our BEV encoder is -4m to 2m relative to the sensor
origin. The final output BEV feature map shapes 128 x 400
x 400, where 128 is the feature dimension, and 400 is the
length and width of the BEV feature map.

Decoder. To maintain generality and comparability, we
used the same decoder as HDMapNet [7]. The main struc-
ture contains three blocks from ResNetl8 [5] to generate
the final prediction.



Loss function. We use Focal loss [8], which is a dynam-
ically scaled cross-entropy loss as our segmentation loss to
solve the imbalance distribution between the most common
road label and the crossing label that is relatively scarce and
hard to learn:

FL(pt) = —au (1 —pi)" log(pe), (G)

where we set the factor oy =1 and y=2. During training,
the scaling factor can reduce the impact of dominant cate-
gories (e.g., road segments) and increase the loss assigned
to challenging ones (e.g., pedestrian crossing).

Training. During training, we initialize the backbone
ResNet-50 from the ImageNet1k [2] pretrained checkpoint.
It is then trained for 16 epochs with an AdamW [10] opti-
mizer, with an initial learning rate of le-3 under a 1-cycle
schedule and focal loss [8] as loss function. We train our
model with 4xA100 GPUs with 2 samples per GPU. The
total training process takes around 10 hours.

G.2. Voxel-NeRF

Architecture. Our Voxel-NeRF models are trained with a
fixed voxel size of 0.5m. The height range of our voxel is set
to -4m to 2m relative to the height value of sensor origins.
The near plane and the far plane of our NeRF model are
0.1m and 64m, respectively. The RGB network has a width
of 128 and a depth of 3 layers. Within our model, each
voxel encodes the feature with dimension 12. The first 3
channels represent the diffuse color, and the rest 9 channels
concatenate the viewing directions to decode the final RGB
color ¢ with an RGB MLP.

Training. We reconstruct all 850 scenes in nuScenes and
train 30,000 iterations with AdamW [ 1] optimizer and le-
3 learning rate for each scene. Please note that our training
is without the coarse-to-fine strategy proposed in [16]. As
our scene scale is predefined and does not need the coarse
stage to find a tight bounding box for further optimization.
When we use the total-variance loss (Sec. 4.3, main paper),
the balance loss weights A1 is 1 and A5 is le-5. The training
process takes around 15 minutes for each scene on a single
A40 GPU.

G.3. Uncertainty Network

Architecture. We show our uncertainty network design in
Fig. 4 (main paper). It has a U-Net-like architecture which
takes in the 128-channel BEV feature map with channels,
and a 6-channel augmented input from NeRF (as Sec. 4.3,
main paper), and outputs a final 128-channel feature map.
Then the per-pixel confidence weight and the KL diver-
gence prediction are output by two independent 1x1 con-
volution layers with kernel size 1.

Training. Due to our storage constraints, we train the un-
certainty network on a small subset (50 scenes) of the full

training set for 5 epochs, but we manage to evaluate the full
validation set of nuScenes with 150 sequences, which en-
ables a fair comparison with other methods. As explained
in Sec. 4.4 and Sec. 5.1 (main paper), we train the uncer-
tainty network on short video clips with 5 frames and de-
ploy it to all the frames in a nuScenes sequence during the
inference time. A key detail to handle the varying sequence
lengths for inference time is to set the batch size to 5 dur-
ing the training time. The final loss is a weighted sum of
the segmentation loss and the auxiliary KL divergence loss
(Sec. 4.2, main paper), the loss weights are 1 and 0.1, re-
spectively. The network is trained with an AdamW [10]
optimizer with a learning rate of le-3. The training process
takes around 30 minutes on a single A100 GPU.

G.4. MV-Map with LiDAR

For the implementation of the LiDAR MV-Map, we
maintain the hyperparameters of the onboard model and
the uncertainty network at the same values as the uni-
modal model. The onboard model’s training process re-
quires around 12 hours to complete using 4x A100 GPUs,
while the uncertainty network training process takes an ad-
ditional hour using a single A100 GPU.

As discussed in Sec. C, when training with LiDAR sig-
nals, our Voxel-NeRF applies an extra depth loss term with
A3 =0.1. We keep other hyperparameters the same and train
our Voxel-NeRF for 30,000 iterations for each scene, which
takes 15 minutes on a single A100 GPU.

G.5. MV-Map with Monocular Depth

We experiment using monocular depth for uncertainty
network in Sec. 5.3 (main paper). Specifically, we replace
the termination depth from NeRF (Eqn. D) with the depth
generated by NeWCRFs [18] to estimate the 3D positions
of surface points. The other implementation details are un-
touched.
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