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Figure 1: Snippet coordinate.

1. Implementation Details

Snippet coordinate system. The camera coordinates of the
middle snippet frame define the snippet coordinate system,
as shown in Fig. 1. All 3D predictions are defined with
reference to that snippet coordinate system.
2D image backbone. We use ResNet50 [2], pretrained
on ImageNet, integrated with a feature pyramid network
(FPN) [5]. The input image size is (3 × 240 × 320). For
simplicity, we omit the batch size and number of views here.
The outputs of the image backbone are multi-level features
whose sizes are p0: (256× 60× 80), p1: (256× 30× 40),
p2: (256× 15× 20), p3: (256× 8× 10). We upsample the
feature p1, p2, and p3 to size 60 × 80 and concatenate the
multi-level features together. Finally, we get the final image
features (1024× 60× 80).
Log-scale ray points sampling and encoding. We enhance
the image features with 3D ray encodings, following [6].
For each image, we shoot rays originating at the camera
center intersecting the image at each pixel. We sample D
points along each ray, P ray ∈ RH×W×(D×3), with log-
scale sampling:

dj = e
loge dmin+

j
D loge

dmax
dmin (1)

where dj is the depth for j-th point along the ray, dmin

is the minimal depth and dmax is the maximal depth. We
follow the implementation of depth sampling in SimpleRe-
con [8] 1. D is 64, dmin is 0.25m, and dmax is 5.25m.

∗ Equal advising.
1External content: SimpleRecon Github
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Figure 2: Snippet generation.
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Figure 3: Extract 3D box annotations for each snippet.

The ray points are transformed to position encodings, P ∈
RH×W×C , via an MLP of the same hidden dimension C as
the input feature maps. C is 1024 in our model.

Loss computation. We supervise the object detection out-
put in each iteration. We use Hungarian matching [3] to
match the predictions and ground truth. The cost matrix
C consists of center distance Ccenter and classification cost
Cclass,

C = α0Ccenter + α1Cclass (2)
Ccenter = |xref − xgt| (3)
Cclass = −score[classgt] (4)

where xref is the position of the reference point and xgt

is the center position of ground-truth boxes. α0 is 0.25,
and α1 is 2. Aside from Hungarian matching, we also
match the GT box and the predictions whose correspond-
ing reference points are in close proximity to this GT box
(Ccenter < 0.2m), since for two adjacent reference points
which have the similar queries, they should both detect
nearby objects.



Table 1: Quantitative results (Prec./Rec./F1) on ScanNet using the detection-based metric proposed in [4].

@IoU > 0.25 chair table cabinet trash bin bookshelf display sofa bathtub other average
ODAM [4] 39.1/71.7/50.6 44.8/40.4/42.5 56.5/5.0/9.3 25.3/25.3/32 35.8/13.7/19.9 9.2/38.7/14.8 53.6/39.8/39.8 28.6/28.3/28.5 0.0/0.0/0.0 33/47.1/38.8

imVoxelNet [7] 59.8/73.6/66 57.1/54.5/55.8 48.1/40.9/44.2 51.7/53.9/52.8 27.4/8.5/13.0 0.0/0.0/0.0 47.3/49.1/48.1 60.7/14.4/23.3 44.6/24.8/31.9 55.2/48.6/51.7
DETR3D [9] 40.5/71.2/51.6 31.6/40.2/35.4 27.2/34.6/30.4 15.1/43/22.4 16.4/21.1/18.5 9.7/40.5/15.6 45.7/28.1/34.8 15.3/25.4/19.1 8.1/17.7/11.2 24.4/44.7/31.6

PETR [6] 64.1/79.5/71.0 60.3/41.7/49.3 48.3/44.4/46.4 40.6/54.8/46.6 37.6/23.6/29.0 19.8/40.0/26.5 66.7/33.3/44.4 44.8/36.4/40.2 26.5/20.6/23.2 49.6/50.5/50.0
Ours 66.4/79.8/72.5 62.7/36.5/46.2 56.0/36.6/44.3 47.4/57.0/51.8 35.1/14.3/20.4 22.9/46.2/30.6 72.7/28.1/40.5 56.6/39.8/46.8 32.2/16.2/21.6 54.2/48.2/51.1

@IoU > 0.5 chair table cabinet trash bin bookshelf display sofa bathtub other average
ODAM [4] 17.4/31.9/22.5 10.4/9.4/9.9 30.4/2.7/5.0 6/10.3/7.6 8.6/3.3/4.8 1.7/7.1/2.7 19/14.2/16.2 6.7/6.7/6.7 0.0/0.0/0.0 12.1/17.3/14.2

imVoxelNet [7] 39.7/48.8/43.8 18/17.1/17.5 20.4/17.4/18.8 21.0/21.9/21.5 1.6/0.5/0.8 0.0/0.0/0.0 16.4/17/16.7 32.1/7.6/12.3 19.2/10.7/13.8 28.6/25.2/26.8
DETR3D [9] 19.9/19.9/25.4 6.0/7.6/6.7 10.4/13.2/11.6 11.6/7/3.7 2.6/3.4/3 1.3/5.4/2.1 15.7/9.6/12 3.6/5.9/4.5 1.4/3.1/1.9 8.8/16.1/11.4

PETR [6] 39.9/49.5/44.2 25.1/17.3/20.5 26.9/24.7/25.8 11.0/14.9/12.7 12.1/7.6/9.3 3.8/7.6/5.1 33.3/16.7/22.2 18.8/15.3/16.8 10.6/8.2/9.3 25.4/25.9/25.6
Ours 47.6/57.2/52.0 28.1/16.4/20.7 35.2/23.0/27.9 16.8/20.2/18.3 10.3/4.2/6.0 5.2/10.7/7.1 34.1/13.2/19.0 25.3/17.8/20.9 14.7/7.4/9.9 31.8/28.3/30.0

@IoU > 0.7 chair table cabinet trash bin bookshelf display sofa bathtub other average
ODAM [4] 1.8/3.3/2.3 0.6/0.5/0.6 0.0/0.0/0.0 1.3/2.2/1.6 0.0/0.0/0.0 0.0/0.0/0.0 1.2/0.9/1 0.8/0.8/0.8 0.0/0.0/0.0 1.2/1.7/1.4

imVoxelNet [7] 6.1/7.5/6.7 1.8/1.7/1.8 2.4/2.1/2.2 0.8/0.9/0.9 0.0/0.0/0.0 0.0/0.0/0.0 3.6/3.8/3.7 7.1/1.7/2.7 2.3/1.3/1.7 4.1/3.6/3.8
DETR3D [9] 2.5/4.4/3.2 0.1/0.2/0.2 0.3/0.4/0.4 0.0/0.0/0.0 0.0/0.0/0.0 0.1/0.6/0.2 0.0/0.0/0.0 1.0/1.7/1.3 0.0/0.0/0.0 0.9/1.7/1.2

PETR [6] 8.2/10.2/9.1 2.5/1.7/2.0 8.1/7.4/7.7 0.3/0.4/0.4 1.3/0.8/0.1 0.0/0.0/0.0 1.8/0.9/1.2 2.1/1.7/1.9 1.6/1.2/1.4 4.6/4.6/4.6
Ours 10.8/13.0/11.8 3.9/2.3/2.9 8.8/5.8/7.0 1.8/2.2/2.0 2.1/0.8/1.2 0.3/0.6/0.4 6.8/2.6/3.8 2.4/1.7/2.0 2.4/1.2/1.6 6.5/5.8/6.1

Table 2: Quantitative results (Prec./Rec./F1) on ARKitScenes using the detection-based metric proposed in [4].

@IoU > 0.25 cabinet refrigerator shelf stove bed sink washer toilet bathtub
imVoxelNet [7] 45.8/38.2/41.6 16.7/2.5/4.3 25.9/10.9/15.3 0.0/0.0/0.0 46.1/70.7/55.8 33.3/0.6/1.2 69.5/64.1/66.7 71.4/85.9/78.0 84.5/89.1/86.7

PETR [6] 40.4/52.9/45.8 34.7/60.0/44.0 18.5/28.5/22.4 14.6/31.8/20.0 50.8/62.6/56.1 40.3/63.8/49.4 58.2/60.9/59.5 63.5/84.3/72.5 61.9/94.5/74.8
Ours 64.2/42.2/50.9 80.8/52.5/63.6 30.9/15.3/20.5 11.9/38.6/18.2 87.9/29.3/43.9 54.7/63.8/58.9 88.9/50.0/64.0 88.1/81.3/84.6 78.2/78.2/78.2

oven dishwasher fireplace stool chair table tv monitor sofa average
imVoxelNet [7] 0.0/0.0/0.0 30.8/23.5/26.7 45.2/45.2/45.2 16.0/28.9/20.6 49.7/69.3/57.9 32.8/57.4/41.7 0.0/0.0/0.0 51.9/66.8/58.4 44.5/40.3/42.3

PETR [6] 77.2/55.7/64.7 83.3/29.4/43.5 57.6/61.3/59.4 18.8/20.0/19.4 38.9/61.0/47.5 36.9/52.5/43.3 4.7/16.7/7.3 53.0/64.4/58.1 36.6/53.2/43.4
Ours 81.4/60.8/69.6 100.0/35.3/52.2 61.1/35.5/44.9 29.2/15.6/20.3 68.6/61.0/64.6 58.6/41.6/48.6 4.0/10.4/5.8 93.3/47.1/62.6 54.1/44.4/48.8

@IoU > 0.5 cabinet refrigerator shelf stove bed sink washer toilet bathtub
imVoxelNet [7] 11.4/9.5/10.4 0.0/0.0/0.0 0.0/0.0/0.0 0.0/0.0/0.0 21.1/32.3/25.5 0.0/0.0/0.0 44.1/40.6/42.3 37.7/45.3/41.1 20.7/21.8/21.2

PETR [6] 14.6/19.1/16.5 15.9/27.5/20.2 4.7/7.3/5.7 2.1/4.5/2.9 22.1/28.3/24.4 19.0/30.1/23.3 35.8/37.5/36.6 34.1/45.3/38.9 29.8/45.5/36.0
Ours 27.3/17.9/21.6 57.7/37.5/45.5 5.9/2.9/3.9 2.1/6.8/3.2 42.4/14.1/21.2 22.1/25.8/23.8 66.7/37.5/48.0 67.8/62.5/65.0 58.2/58.2/58.2

oven dishwasher fireplace stool chair table tv monitor sofa average
imVoxelNet [7] 0.0/0.0/0.0 23.1/17.6/20.0 0.0/0.0/0.0 6.1/11.1/7.9 22.7/31.7/26.4 9.2/16.2/11.8 0.0/0.0/0.0 26.1/33.7/29.4 14.8/21.5/17.5

PETR [6] 42.1/30.4/35.3 50.0/17.6/26.1 18.2/19.4/18.8 5.2/5.6/5.4 17.2/26.9/21.0 12.3/17.5/14.4 0.6/2.1/0.9 26.9/32.7/29.5 14.8/21.5/17.5
Ours 45.8/34.2/39.1 100.0/35.3/52.2 27.8/16.1/20.4 8.3/4.4/5.8 38.1/33.8/35.8 24.7/17.5/20.5 0.5/1.4/0.8 59.0/29.8/39.6 26.7/21.9/24.1

@IoU > 0.7 cabinet refrigerator shelf stove bed sink washer toilet bathtub
imVoxelNet [7] 0.6/0.5/0.5 0.0/0.0/0.0 0.0/0.0/0.0 0.0/0.0/0.0 0.7/1.0/0.8 0.0/0.0/0.0 5.1/4.7/4.9 1.3/1.6/1.4 1.7/1.8/1.8

PETR [6] 2.8/3.7/3.2 4.3/7.5/5.5 0.0/0.0/0.0 0.0/0.0/0.0 0.8/1.0/0.9 2.7/4.3/3.3 10.4/10.9/10.7 8.2/11.0/9.4 9.5/14.5/11.5
Ours 6.3/4.1/5.0 19.2/12.5/15.2 0.0/0.0/0.0 0.0/0.0/0.0 12.1/4.0/6.0 4.7/5.5/5.1 19.4/10.9/14.0 23.7/21.9/22.8 10.9/10.9/10.9

oven dishwasher fireplace stool chair table tv monitor sofa average
imVoxelNet [7] 0.0/0.0/0.0 7.7/5.9/6.7 0.0/0.0/0.0 0.0/0.0/0.0 3.1/4.3/3.6 0.0/0.0/0.0 0.0/0.0/0.0 3.4/4.3/3.8 1.3/1.2/1.3

PETR [6] 12.3/8.8/10.3 16.7/5.9/8.7 0.0/0.0/0.0 0.0/0.0/0.0 2.1/3.3/2.6 2.1/3.0/2.5 0.0/0.0/0.0 3.2/3.8/3.5 2.5/3.7/3.0
Ours 18.6/13.9/15.9 0.0/0.0/0.0 5.6/3.2/4.1 0.0/0.0/0.0 9.4/8.3/8.8 2.3/1.7/1.9 0.0/0.0/0.0 14.3/7.2/9.6 6.3/5.2/5.7

Extracting video snippets. We provide two figures to illus-
trate the details of snippet generation from a video in Fig. 2
and 3D box annotations for each snippet in Fig. 3.

2. Full Precision/Recall/F1 for All Classes

We provide the full Prec./Recal./F1 performance on
ScanNet in Table 1. We also provide the complete perfor-
mance table on ARKitScenes in Table 2.

3. Full Qualitative Results

We provide more qualitative results in Fig. 4, Fig. 5 and
Fig. 6.

4. Limitations

We provide some failure cases in Fig. 7. Our approach is
prone to failure when detecting large objects (Fig. 7 a2, a4,

e3, e4), detecting objects with the same color as the back-
ground e.g. black object in the dark (Fig. 7 b4, c2, d3, e2),
and detecting objects with high occlusion (Fig. 7 b3, c1, d4,
e1).
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Figure 4: Qualitative results on ScanNet (1). Zoom in for details. We compress the image feature maps using Linear
PCA [1]. Note that the learned feature maps are multi-view consistent.
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Figure 5: Qualitative results on ScanNet (2). Zoom in for details. We compress the image feature maps using Linear
PCA [1]. Note that the learned feature maps are multi-view consistent.
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Figure 6: Qualitative results on ScanNet (3). Zoom in for details. We compress the image feature maps using Linear
PCA [1]. Note that the learned feature maps are multi-view consistent.
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Figure 7: Failure cases. Zoom in for details. Our approach is prone to failure when detecting large objects (a2, a4, e3, e4),
detecting objects with the same color as the background e.g. black object in the dark (b4, c2, d3, e2), and detecting objects
with high occlusion (b3, c1, d4, e1).
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