Hierarchical Point-based Active Learning for Semi-supervised Point Cloud
Semantic Segmentation
— Supplementary Material —

1. Introduction

In this supplementary material, we provide the following
contents:
1. The comparison of manual labelling efforts for different
learning strategies is given in Sec. [2}
2. Quantitative segmentation results for each category are
shown in Sec.[3}
3. More ablation studies are shown in Sec. [
4. Visualization of selected points in each iteration is pre-
sented in Sec.
5. More qualitative segmentation results are given in Sec.[6}
6. The pseudocode of our framework is illustrated in Sec.[7}

2. The Comparison of Manual Annotation Ef-
forts for Different Learning Strategies

As shown in the comparison in Figure [T} the full-
supervised methods and region-based active learning strat-
egy require a large amount of annotation labour, while the
proposed hierarchical point-based active learning approach
can significantly decrease required annotations by adopting
HMMU and FDS modules to select scarce but important
points.

3. Quantitative Segmentation Results for Each
Category

We show the segmentation results of each category under
different labelling budgets in Table[T]and Table[2} When our
method achieves comparable segmentation results with the
fully supervised baseline based on limited labelled data, we
only use 0.43% and 0.1% labelled data for S3DIS and Scan-
NetV2 datasets respectively. Our method substantially out-
performs the fully supervised baseline on categories such
as column, table, bookcase, board and sofa in S3DIS and
counter, curtain, sofa, table and other furniture in Scan-
NetV2. Moreover, our method can keep the segmentation
performance without introducing noise for the other cate-
gories which can be correctly segmented even with the least
labelling budget (0.02% and 20pts in S3DIS and ScanNet
respectively).
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Figure 1. The comparisons of manual annotation efforts (coloured
regions or points) by different learning strategies on the S3DIS
dataset. (a) the original unlabelled point cloud. (b) the traditional
fully supervised methods (e. g. MinkowskiNet) require labelling
all the 3D points for the entire dataset, which is extremely expen-
sive. (c) the region-based active learning method (e. g. ReDAL)
needs to label a large portion of regions, inevitably causing re-
dundant annotations. (d) the proposed point-based active learning
strategy only requires very sparse labelling of the selected points.

4. More Ablation Studies

In this section, we show more ablation studies on
HMMU and FDS modules. As shown in Table [3| we show
the segmentation performance on each category with dif-
ferent combinations of modules. Compared with random
labelling, the HMMU module pays more attention to those
categories with poor segmentation results, such as column
and sofa, and assigns more labelling efforts to them, result-
ing in great improvements in these two categories without
compromising the segmentation quality of other categories.

For some challenging classes, even though more points
are selected, it is hard to achieve further improvement. If
we only rely on the HMMU module, we would select ex-
cessive points for these categories without further gain in



Methods ‘ settings ‘ mlou(%) ceiling floor wall beam column window door chair table bookcase sofa board clutter
MinkowskiNet" 100% 64.5 92.6 96.8 814 00 23.0 44.1 792 88.6 76.7 71.5 523 774 56.3
Ours 0.02% 55.9 89.1 942 714 0.0 0.6 39.6 657 821 66.8 65.0 403 61.8 453
Ours 0.07% 62.3 90.6 946 79.1 0.0 23.8 36.7 741 85.1 73.6 69.8 556 75.1 51.4
Ours 0.43% 65.7 913 966 80.8 0.0 34.5 37.2 77.0 869 78.0 72.6 641 810 543
Table 1. Quantitative results on Area-5 of S3DIS for each category with a different number of labelling points.
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MinkowskiNet™ | 100% [ 68.0 853 77.3 80.7 67.5 847 388 78.1 547 545 952 468 174 665 827 656 751 575 88.1 819 619
Ours 20pts | 62.5 813 68.6 702 564 81.6 462 69.7 539 418 942 403 06 577 750 653 69.0 559 884 783 554
Ours 0.1% | 682 91.0 752 69.1 673 855 480 736 523 545 949 484 236 56.1 81.8 739 781 589 909 820 584
Ours 120pts | 69.4 872 757 71.7 66.8 844 49.1 821 553 541 950 495 225 606 842 732 80.6 63.0 903 819 6l.1

Table 2. Quantitative results on the test set of ScanNetV2 for each category with a different number of labelling points.

Algorithm 1: Pseudocode of Our Framework

Input: Labelled Dataset { X, Yl}, Unlabelled
Dataset { X“}, Student Network M,
Teacher Network M;, Maximum Active
ITteration Number I, Annotation Budget B,
Training Steps K
Output: Student Model M
1 forallk=1,...,K do

2 Update the parameters of Student M;

3 Update the parameters of Teacher M,

4 end

s foralli=1,..,I1do

6 for =" €X“ do

7 Calculate the uncertainty score v* with

HMMU module using Mg;

8 end

9 Sort points based on uncertainty scores.
10 Select B/I points { X? } by FDS module and

labelling them with label {Y?};

11 | Update labelled set { X!, Y'} = {X!, Y} U {
XP, YP};
12 Update unlabelled set {X*} = {X*} / { X}
13 forallk=1,...K do
14 Update the parameters of Student Mg;
15 Update the parameters of Teacher M;
16 end
17 end
performance. By introducing FDS, we can suppress re-

dundant points for these categories and replace them with
points representing other categories that can be further pro-
moted, such as column, chair, sofa and bookcase. In this
way, the overall performance is improved. Furthermore, by
exploiting the TS module, large amounts of unlabelled data
can also provide supervision signals for the model training
and thus bring further improvements. However, the simple

pseudo-label generation strategy does not address the class
imbalance issue which might cause performance degrada-
tion in some categories, like column and sofa. In the future,
we can utilize more advanced semi-supervised methods to
better mine the useful information from the unlabelled data.

5. Visualization of Selected Points in Each Iter-
ation

In Figure 2] we show the points selected with our pro-
posed HMMU and FDS modules in each iteration. Please
note that we only show the selected points from iterations 2
to 5, as points in the first iteration are chosen randomly. We
can see that our selected points are distributed across the
space and all categories with a decent proportion (points
with different colours). This demonstrates that the FDS
module plays a strong role in selecting those representa-
tive points and optimising the cost ratio between annotation
quality and manual efforts.

6. Visualization of More Segmentation Results

More segmentation results of the proposed method on
S3DIS and ScanNetV2 datasets are shown in Figure [3] and
Figure Compared to the fully supervised baseline, we
can achieve comparable segmentation results and for some
categories, the proposed method is able to segment point
clouds more accurately.

7. Pseudocode of Our Framework

In Algorithm |1} we show the pseudocode of our frame-
work to better illustrate the whole process of our method.



Methods ‘settings ‘ mlou(%) ceiling floor wall beam column window door chair table bookcase sofa board clutter

MinkowskiNet 100% 64.5 926 968 814 0.0 23.0 44.1 792 88.6 76.7 71.5 523 774 56.3
base. 0.1% 54.7 879 951 760 0.0 13.0 353 59.6 789 66.9 65.1 290 614 43.1
HMMU 0.1% 57.7 873 947 758 0.1 20.7 343 63.4 80.7 682 63.7 477  68.0 44.7
HMMU + DFS 0.1% 59.3 874 946 770 0.0 33.4 329 646 824 698 65.4 56.1 61.1 46.0
HMMU +DFS +TS | 0.1% 62.3 906 946 79.1 0.0 23.8 36.7 741 851 73.6 69.8 556 75.1 51.4

Table 3. Quantitative results on Area-5 of S3DIS with 0.1% labelled data by using different modules.
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Figure 2. Visualization of labelled points selected by our method in each iteration.
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Figure 3. Visualization of segmentation results on the test set of S3DIS Area-5. Our method achieves comparable or even better results
than our full-supervised baseline (MinkowskiNet).
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Figure 4. Visualization of segmentation results on the validation set of ScanNetV2. Our method achieves comparable or even better results
than our full-supervised baseline (MinkowskiNet).



