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Figure 1: Failure Cases.

1. More Implementation Details
Model details. We adopt DGCNN [1] as our backbone,
which is commonly used in point cloud-based tasks. It con-
tains 3 EdgeConv layers and 3 downsampling layers, which
yield N = 128 point features with C = 128 channels. We
sample Np = 64 predicted centers as the proposal cen-
ters for efficiency. For the box-prior sampling, we adopt
nx = ny = 3, while setting nz = 5 to handle objects like
pedestrians. We adopt a 3 × 3 × 5 Conv to aggregate 3D
feature maps Z . For the point-to-reference feature transfor-
mation, we adopt KNN to obtain the neighborhood N (r)
for the reference point r ∈ R, where K is set to 8 for effi-
ciency.
Data augmentation. We enlarge the ground truth bound-
ing box Bt−1 by 2 meters for each dimension to obtain the
sub-region in the current frame where tracked targets may
appear. To simulate the inaccurate predictions the model
might encounter, we also add a slight random shift to the
bounding boxes with a range of [-0.3m, 0.3m] along each
axis as well as random rotation around the up-axis. Follow-
ing CXTrack [2], we randomly sample Ṅt = 1024 points in
each frame to obtain the input point cloud Pt.

2. Failure Cases
The predicted orientation θt by MBPTrack relies heav-

ily on the predicted bounding box Bt−1, which defines the
canonical coordinate system for the point cloud Pt. Sup-
posing the tracked target disappears at timestamp (t − 1)
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and reappears at timestamp t, MBPTrack may fail to pre-
dict an accurate orientation of the target if the orientation of
the 3D bounding box Bt−1 is very inaccurate. Besides, as
shown in Fig. 1, even for humans it is difficult to determine
whether the points in the fourth image belong to the left or
right side of the car without consistent motion information.
The overlook of consistent motion information leads to lim-
ited performance when the point clouds are too sparse. In
the future, we would like to explicitly model the target mo-
tion to address this issue.
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