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A. Introduction

In this chapter, we present additional materials and re-
sults. First, we show some analysis of the model details. We
present the proof that alternating the order of vertical and
horizontal convolution does not affect the results of over-
sized convolution in Sec. B. In Sec. C, we explain how we
adjust α̃ to fit the model size close to the original FFN. We
also compare ParCNetV2 framework with the ParCNetV1
to show the simplicity of our model in Sec. D.

Then, we provide additional experiments analysis. In
Sec. E, we provide more detailed ablation studies of each
component in ParCNetV2 and conclude three guidelines.
In Sec. F, we present the experiment results on ImageNet-
21K dataset to show the generalization ability on large scale
dataset. In Sec. G, we evaluate the performance of ParC-
NetV2 in object detection and semantic segmentation tasks,
comparing it to other recently proposed models across vari-
ous model scales. We show how we accelerate the inference
with implicit gemm algorithm in Sec. H.

Finally, we show multiple visualization examples of the
proposed ParCNetV2. On the one hand, We provide the
corresponding standard convolution kernel of the separated
oversized convolution, as well as a more detailed study of
the proposed oversized convolution in Sec. I. On the other
hand, the comparison of Grad-CAM between the common
convolution networks and ParCNetV2 is shown in Sec. J.

B. Proof of the Commutative Property of Over-
sized Convoluiton

As mentioned in the paper, to compute the output of the
oversized convolution Zi,j at location (i, j), we use the fol-

*Work was done when R. Xu was an intern at Intellifusion. ‡ denotes
corresponding author.

lowing equations:

Yi,j =
H−1∑

s=−(H−1)

khsXi+s,j , (1)

Zi,j =

W−1∑
t=−(W−1)

kwt Yi,j+t. (2)

We combine the two equations and calculate Zi,j with a
single function:

Zi,j =

W−1∑
t=−(W−1)

kwt Yi,j+t

=

W−1∑
t=−(W−1)

kwt

H−1∑
s=−(H−1)

khsXi+s,j+t

=

W−1∑
t=−(W−1)

H−1∑
s=−(H−1)

kwt k
h
sXi+s,j+t.

Thus the separated oversized convolution can be regarded
as a low-rank decomposition of a large convolution kernel
(khkw). In addition, the commutative law of summation
indicates that the order of addition does not influence the
result. Thus the order of vertical and horizontal convolution
does not affect the results of oversized convolution.

C. Adjusting α̃ of Channel BGU
We adjust α̃ to fit the model size close to the origi-

nal FFN. The number of parameters in the original FFN is
2αC2, and in our FFN with BGU it is 2α̃C2 + α̃C2 =
3α̃C2. To keep the number of parameters almost un-
changed, we get 2αC2 = 3α̃C2, thus

α̃ = 2α/3. (3)

The expanded ratio of FFN in most existing models is 4,
which indicates that α̃ = 8/3. Researchers have shown



that when the number of channels is a multiple of 32, it
is beneficial for hardware optimization [12], so we choose
α̃ = 2.5 to approximate the original FFN.

D. Comparison ParCNetV2 and ParCNetV1
Framework

We compare the framework of ParCNetV1 and ParC-
NetV2 in Fig. 1. ParCNetV1 is a complicated model with
multi-branch architecture. The fusion modules are neces-
sary to combine local features from MobileNetV2 block and
ParC V1 block. While in our ParCNetV2, the whole model
utilizes the same ParC V2 blocks. Our method is easy to fol-
low, and consistent to the widely-used 4-stage framework.

E. Additional Ablation Studies

In this section, we present more detailed ablation studies.
Tab. 1 highlights that both OC and BGU could enhance the
performance of ConvNeXt.

Models Params Flops Top-1 Acc
ConvNeXt 29M 4.5G 82.1%

ConvNeXt + OC 30M 4.8G 82.6%
ConvNeXt + S-BGU + C-BGU 29M 4.5G 82.9%

Table 1: Ablation studies on Oversized Conv and BGU.

Tab. 2 shows that the parallel structure outperforms the
cascade structure. The cascade structure leads to a deeper
model, which may increase the training difficulty. Addi-
tionally, the interaction between global and local features in
the cascade structure may lead to interference.

Merge of local & global conv Params Flops Top-1 Acc
Parallel 7.4M 1.6G 79.4%

DWConv only 7.4M 1.6G 78.9%
DWConv-Vertical 1D-Horizontal 1D 7.4M 1.6G 78.4%
Vertical 1D-DWConv-Horizontal 1D 7.4M 1.6G 77.4%
Vertical 1D-Horizontal 1D-DWConv 7.4M 1.6G 78.6%

Table 2: Ablation studies on the combination of local and
global convolutions.

Merging of branches Params Flops Top-1 Acc
Multiply 7.4M 1.6G 79.4%

Add 7.4M 1.6G 68.4%

Table 3: Ablation studies on the merging of branches.

Tab. 3 compares different ways of merging BGU
branches. Addition loses input adaptability compared with
multiplication, therefore it does not perform well.

We conclude three guidelines for building CNNs as: 1)
leveraging the global effective receptive field; 2) integrating

Models Mixing Param MACs Top-1
Type (M) (G) (%)

Swin-B [10] Conv 88 15.4 85.2
ConvNeXt-B [10] Attn 89 15.4 85.8
ParCNetV2-B [11] Attn 56 12.5 86.0

Table 4: Comparison with state-of-the-art transformer
and hybrid networks on ImageNet-21K classification
dataset. Top-1 accuracy on the validation set is reported.

backbone APbbox APbbox
50 APbbox

75 APmask APmask
50 APmask

75

Mask R-CNN 3× schedule
Swin-T 46.0 68.1 50.3 41.6 65.1 44.9
ConvNeXt-T 46.2 67.9 50.8 41.7 65.0 44.9
ParCNetV2-T 48.9 70.3 53.9 43.7 67.6 47.0

Cascade Mask R-CNN 3× schedule
Swin-T 50.4 69.2 54.7 43.7 66.6 47.3
ConvNeXt-T 50.4 69.1 54.8 43.7 66.5 47.3
ParCNetV2-T 52.6 71.0 57.3 45.6 68.6 49.8
Swin-S 51.9 70.7 56.3 45.0 68.2 48.8
ConvNeXt-S 51.9 70.8 56.5 45.0 68.2 48.8
ParCNetV2-S 53.4 72.1 58.4 46.3 69.6 50.2
Swin-B 51.9 70.5 56.4 45.0 68.1 48.9
ConvNeXt-B 52.7 71.3 57.2 45.6 68.9 49.5
ParCNetV2-B 54.0 72.6 58.6 46.7 70.2 51.1

Table 5: Comparisons on COCO [8] object detection and
instance segmentation. We use Mask R-CNN [6] and Cas-
cade Mask R-CNN [2] as a basic framework. All models
are pretrained on ImageNet-1K and trained on COCO for
3× iterations.

efficient attention mechanisms; 3) combining global and lo-
cal features. The first two points let CNNs gain advantages
of ViTs. The capability of accessing local features could
make CNNs perform better in dense prediction CV tasks.

F. Experiments on large-scale dataset
We show the image classification results on the

ImageNet-21K dataset in Tab. 4. We follow the experi-
ment settings of ConvNeXt [11], which means we first pre-
train ParCNetV2 on ImageNet-22K for 90 epochs and fine-
tune on ImageNet-1K for 30 epochs. Compared with Swin
Transformer[10] and ConvNeXt [11], ParCNetV2 achieved
better Top-1 accuracy with fewer parameters and less com-
putational cost, further demonstrating the generalization
ability of our proposed methods.

G. Additional Experiments on Downstream
Tasks

Object detection and instance segmentaion on COCO.
Following previous works [10, 11], we finetune Cascade
Mask R-CNN [2] on COCO dataset [8] with ParCNetV2
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Figure 1: Framework comparison between ParCNetV1 and ParCNetV2. Downsampling modules with downsampling
ratio 2 and 4 are represented by ↓ 2 and ↓ 4, respectively. MV2: MobileNetV2 block.

backbone Param FLOPs mIoU ss mIoU ms
(M) (G) (%) (%)

Swin-T 60 945 - 45.8
ConvNeXt-T 60 939 46.0 46.7
SLaK-T 65 936 47.6 -
ParCNetV2-T 55 932 48.5 49.4
Swin-S 81 1038 - 49.5
ConvNeXt-S 82 1027 48.7 49.6
SLaK-S 91 1028 49.4 -
ParCNetV2-S 69 1005 50.0 51.0
Swin-B 121 1188 48.1 49.7
ConvNeXt-B 122 1170 49.1 49.9
RepLKNet-31B 112 1170 49.9 50.6
SLaK-B 135 1172 50.2 -
ParCNetV2-B 87 1105 50.2 51.1

Table 6: Comparisons on ADE20K [16] semantic segmen-
tation. We use UperNet as a basic framework. All models
are pretrained on ImageNet-1K and trained on ADE20K for
160K iterations. FLOPs are measured with the input size
of (2048, 512). ss and ms indicates single-scale and multi-
scale testing, respectively.

backbones. MMDetection [3] is used as the base frame-
work. All models use pre-trained weights from Ima-
geNet1K and are trained with 3× schedule with multi-scale
training. The experiment settings follow [11]. We follow
all the experiment settings of ConvNeXt [11] except that the
number of layers in layerwise learning rate decay [1] are ad-
justed to {7, 13, 13} to fit with our model. Tab. 5 shows ob-
ject detection and instance segmentation results comparing
our ParCNetV2 with Swin [10] and ConvNeXt [11]. ParC-
NetV2 outperforms both the transformer network and con-
volution network by a large margin across different model
complexities.
Semantic segmentation on ADE20K. ADE20K [16] is
a widely-used semantic segmentation dataset, covering a

broad range of 150 semantic categories. It has 25K im-
ages in total, with 20K for training, 2K for validation, and
another 3K for testing. In this paper, we trained our ParC-
NetV2 on the training set, and report mIoUs on the valida-
tion set with both single-scale testing and multi-scale test-
ing.

We finetune UperNet [15] in mmsegmentation as our
base framework. Following Swin [10] and ConvNeXt [11]
settings in training, we employ the AdamW [7] optimizer
with an initial learning rate of 1 × 10−4. We use stage-
wise learning rate decay [1] as ConvNeXt. We also em-
ploy a linear warmup of 1500 iterations with initial learning
rate 1 × 10−6. We adjust the weight decay to 0.02. All
models use pre-trained weights from ImageNet1K and are
trained on 8 GPUs with 2 images per GPU for 160K iter-
ations. For augmentations, we adopt the default setting in
mmsegmentation of random horizontal flipping, random re-
scaling within ratio range [0.5, 2.0] and random photomet-
ric distortion. Stochastic depth with ratio for ParCNetV2-T,
ParCNetV2-S, ParCNetV2-B are set to 0.3, 0.3, and 0.5,
respectively. All the models are trained on the standard set-
ting as the previous approaches with an input of 512×512.
Tab. 6 lists the model size, FLOPs, and mIoU of single-scale
and multi-scale testing for different backbones.

H. Inference Acceleration
We implement the implicit gemm algorithm as [4]. To

speed up ParCNetV2, we first reconstruct the standard con-
volution kernel with reparameterization, including separa-
tive oversized convolution and local 7×7 convolution. Then
we use implicit gemm algorithm to implement the depth-
wise convolution. It is worth noting that this transform
brings a bit more computational complexity, and only the
convolutions of the last three stages run faster under these
operations.

Tab. 2 show the original and accelerated inference time
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Figure 2: Inference time and model accuracy. IG: implicit gemm acceleration.

(a) Vertical convolution kernels.
Each column is a channel of the
vertical kernel.

(b) Horizontal convolution ker-
nels. Each row is a channel of
the horizontal kernel.

Figure 3: The vertical and horizontal oversized convolution
kernel of the last uniform block of the third stage. We ran-
domly selected 16 channels as examples.

Figure 4: The corresponding oversized convolution kernel
of the last uniform block of the third stage. We randomly
selected 32 channels as examples.

of ParCNetV2. As illustrated in Figure 2, our proposed Par-
CNetV2 benefits from optimized algorithms. However, it
does not heavily rely on optimization. Even without op-
timization, ParCNetV2 achieves a better balance between
accuracy and speed compared to other large kernel mod-
els that have been optimized, such as RepLKNet [4] and
SLaK [9]. However, dropping specific optimization for
other large kernel models, especially SLaK, significantly af-
fects their speed (as shown by the transition from the earth-
colored line to the purple line). After optimization, ParC-
NetV2 exhibits clear advantages.

I. Visualization of Local and Oversized Convo-
lutions

Our proposed ParCNet V2 involves using an oversized
convolution kernel with dimensions C × (2H − 1)× 1 and
C×1×(2W−1), as illustrated in Fig.3. This oversized ker-
nel is effective in capturing global context with a smoother
kernel. For further analysis, we reconstruct a sequence of
vertical and horizontal convolution kernels into 2D convo-
lution kernels, as shown in Figure4. We observe that differ-
ent kernels have distinct characteristics, with some focus-
ing on local features and others on longer-range features.
This behavior is similar to the attention maps used in vision
transformers [5, 13]. Viewed in 2D, the oversized convolu-
tion kernels exhibit a wide range of diversity, which makes
them well-suited for handling complex global contexts.

J. Visualization of Grad-CAM
We compare the Grad-CAM [14] of our ParCNetV2

against the strong baseline ConvNeXt [11]. ParCNetV2 uti-
lizes global oversized convolutions and an attention mech-
anism of bifurcate gate units. As shown in Fig. 5, ParC-
NetV2 either focuses on larger areas of the objects or pro-
duces a more smooth activation map, which indicates that
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Figure 5: The Grad-CAM of ConvNeXt and our proposed ParCNetV2. The first line is the original image, the second line is
the Grad-CAM for ConvNeXt, and the third line is our ParCNetV2.

our model has a stronger ability to capture large objects and
texture features.
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