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In this document, we provide the following supplementary
content:

• Training Loss.

• Perceptual Study.

• Additional Results.

• Failure Cases and Limatations.

We also provide a demo video along with this document.

1. Training Loss
We introduce multiple training losses as supervision

for HSI generation: the reconstruction loss, the Kullback-
Leibler divergence loss, and the environmental constraint
loss. Formally, the entire training loss is formulated as:

L = λrecLrec + λKLLKL + λenvLenv, (1)

where λ denotes the loss weight of each term and is not
repeated subsequently.

Reconstruction Loss Lrec. This loss is formulated as:

Lrec = λmeshLmesh + λparaLpara, (2)

where Lmesh and Lpara denote the body mesh reconstruction
loss and the SMPL-X parameter reconstruction loss.

Lmesh = λvLv + λnLn + λeLe + λcLc,
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where Vb and Fb denote the vertices and the faces of the
body mesh, nf denotes the normal of triangle f ∈ Fb and
(̂·) denotes the corresponding reconstruction.

Lpara = λtLt + λrLr + λβLβ + λpLp + λhLh, (4)

where Lt, Lr, Lβ , Lp, and Lh are ℓ1 distances between
the predicted body parameters and the ground-truths (i.e.,
global translation t, global orientation r, body shape β,
body pose p, and hand pose h).

KL Divergence Loss LKL. We regularize the learned dis-
tribution of latent z by encouraging it to be similar to the
normal distribution:

LKL = DKL(Q(z | S,W1:N ,M)∥N (0, I)). (5)

Environmental Constraint Loss Lenv . We also consider
the contact and penetration issues between the human and
the scene, and propose environmental constraint loss as fol-
lows:

Lenv = λcontLcont + λcollLcoll + λIBSLIBS,

Lcont =
∑

vc∈C(M)

min
vs∈VS

ρ(|vc − vs|),

Lcoll =
∑
i

ΨS(vi),

LIBS =
∑
vp∈V

dps ,

(6)

where C(·) the set of all body mesh vertices with contact
labels, Vs denotes the vertices of the scene mesh, and ΨS

denotes the signed distance of body vertex vi to the scene.
In addition, V denotes the set of points that either satisfy
penetration or correspond to body vertices with contact la-
bels from the IBS [2] point set. dps indicates the distance
from point vp to the scene.



(a) Binary Perceptual Study (b) Scoring Perceptual Study

Figure 1: Perceptual Study.

2. Perceptual Study

To better evaluate the proposed approach, we conduct
perceptual studies to evaluate the accuracy (i.e., how well it
matches the text) and the realism (i.e., how natural and plau-
sible the interaction with the scene is) of the interactions,
including binary perceptual studies and scoring perceptual
studies. The study interface of these two perception stud-
ies is shown in Fig. 1. For the binary perception study, we
select textual descriptions of several different interactions
and generate random samples using our approach and three
baselines, respectively. We render each interaction with two
different views and compare our approach to the three base-
lines. During the binary perception study, respondents are
instructed to select one of the two samples generated with
different methods from two perspectives: more accurate
and more realistic, respectively. For the scoring perceptual
studies, we sample and render the interactions generated by
each method conditioned on text descriptions. These in-
teraction samples are shown to the respondents along with
the corresponding textural descriptions, and the respondents
are instructed to score the accuracy and the realism from 1
(strongly disagree) to 5 (strongly agree), respectively. We
have collected answers from 246 respondents, including
121 females and 125 males with different ages (10 users
below 18, 202 users between 18 and 40, 29 users between
40 and 60, and 5 users beyond 60).

3. Additional Results

3.1. Comparison

3.1.1 Additional Qualitative Results

We show more qualitative results given different textual de-
scriptions in Fig. 2-4. Fig. 2 provides some generation
examples based on simple text descriptions, where our re-

sults is physically more plausible (e.g., less penetration) and
interactionally more realistic. Fig. 3 provides some gen-
eration examples based on textual descriptions involving
spatial relationships, which demonstrates that we can accu-
rately find the required generation position in the 3D scene
with our scene graph. Fig, 4 provides some generation ex-
amples based on textual descriptions involving multiple ac-
tions, which indicates that our approach can handle more
diverse and more compositional interactions, thus better
meeting the natural needs of the users. Overall, compared to
the three baselines, our approach can correctly understand
natural language descriptions and controllably generate se-
mantically consistent and physically plausible human-scene
interactions, benefiting from our relationship reasoning.

3.1.2 Comparison with COINS

For a fair comparison, we show the quantitative and qual-
itative comparison results with COINS in Tab. 1 and Fig.
5, respectively. Note that for comparison with COINS, we
use the control semantics provided by the PROX-S dataset
of COINS [1] (i.e., combinations of actions and objects),
where the only difference is that we simply replace them
with similar textual descriptions (as shown in the top of Fig.
5) for COINS-Text and our approach. Experimental results
show that our modified version does not degrade the per-
formance of COINS, which ensures a fair comparison. In
addition, it can also be seen that our results are more natu-
ral and reasonable.

3.2. Random Interaction Samples

We show random interaction samples generated by our
approach conditioned on the same text description in Fig. 6,
which demonstrates that our approach can generate diverse
and plausible interactions.



Methods Physical Plausibility Diversity

Contact Non-Collision Entropy Cluster Size

COINS 0.923 0.931 3.698 1.014
COINS-Text 0.918 0.934 3.701 1.058
Ours 0.926 0.953 3.922 1.146

Table 1: Quantitative comparison results with COINS. Contact score and non-collision score are used to evaluate interaction
realism and plausibility. Entropy and cluster size are used to evaluate interaction diversity.

3.3. Human Shape Control

Benefiting from body templates with person-dependent
shape parameters, our approach allows shape control by
varying the SMPL-X body shape parameters during inter-
action generation. Fig. 7 shows some generated results
of one person with the body changing from thin to fat. It
can be seen that the human-scene interactions do not appear
implausible (e.g., penetration) with the changes in shape,
which proves that our approach has a certain generalization
ability to the body shape.

4. Failure Cases and Limitations
Although our approach can naturally and controllably

generate diverse and complex HSIs in most cases, there are
still some limitations and some difficult cases that we have
not solved very well. Fig. 8 shows some failure cases of
our approach. A common failure mode is body penetra-
tion with scenes (even if we design a dedicated penalty),
which can happen due to pseudo-ground-truth data and/or
the optimization process getting stuck in a local minimum.
Apart from this, ambiguous or physically impossible textual
descriptions can lead to one-to-many generation mappings
and unsatisfactory interaction results, such as the two gen-
eration possibilities based on “sits at a table next to a chair”
in Fig. 8(c) and simultaneous contact with multiple objects
that are far apart. Considering larger scale and higher qual-
ity interaction data, we expect to build more expressive in-
teraction generation models and incorporate more diverse
and free generative conditions, such as spatial localisation
through object properties in the scene graph.

Moreover, Fig. 9 also shows failure cases of our ap-
proach for multi-human scene interactions, mainly in in-
terpersonal collisions and inconsistent numbers of people
generated and described, which is caused by insufficient
space under the generated location. In this aspect, our ap-
proach has some limitations. Due to the lack of a multi-
human scene interaction dataset, our multi-person genera-
tion model currently ignores human-to-human interactions,
which are important in the real world. If we incorporate
datasets about interpersonal activities into our generation
models, it is possible to meet these needs, which would also
be an interesting future direction.
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A person stands up 

on a bed.

A person walks 

on the floor.

A person steps down 

on a chair.

A person lies down 

on the couch.

Figure 2: Additional qualitative comparisons based on simple text descriptions. From top to bottom: PiGraph-Text, POSA-
Text, COINS-Text and Narrator(Ours).
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A person uses the cabinet 

by the window.

A person touches the 

chair near the cabinet.

A person sits on the chair 

by the sink.

A person turns around 

between a TV and a chair.

Figure 3: Additional qualitative comparisons based on textual descriptions involving spatial relationships. From top to
bottom: PiGraph-Text, POSA-Text, COINS-Text and Narrator(Ours).
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A person sits on the 

cabinet with his head 

right and touches the 

couch next to him.

A person bends down and 

touches the chair with his 

right hand.

A person sits on the 

couch, supported 

on the table.

A person stands by 

the lamp and opens 

the window.

Figure 4: Additional qualitative comparisons based on textual descriptions involving multiple actions. From top to bottom:
PiGraph-Text, POSA-Text, COINS-Text and Narrator(Ours).
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A person stands on the 

floor and touches the wall.

(stand, floor) + (touch wall)

A person sits on the sofa 

and touches the table.

(sit, sofa) + (touch table)

A person lies down 

on the bed.

(lie down, bed)

A person sits on the chair.

(sit, chair)

Figure 5: Qualitative comparison results with COINS using the control semantics provided by the PROX-S dataset of COINS
[1] (i.e., combinations of actions and objects). From top to bottom: COINS [1], COINS-Text and Narrator(Ours).



A person stands 

among a sofa, a chair 

and a cabinet.

A person steps up a 

chair near a shelving.

A person walks 

on the floor.

A person sits 

on the chair.

A person stands by 

the lamp and opens 

the window.

A person stands 

on the floor and 

writes on a table.

Figure 6: Randomly sampled interactions from our approach, conditioned on textual descriptions.



Figure 7: Interaction generation results under shape control. From left to right, we show the results of person changing from
thinness to fatness.

(a) (b) (c) (d)

Figure 8: Some examples of failure cases in human-scene interaction. Example (a) shows the penetration caused by incorrect
pseudo-ground-truth body fittings. Example (b) shows the penetration caused by being stuck in a local minimum during the
optimization process. Example (c) shows unsatisfactory interaction results due to unspecified and ambiguous relationships
in the text description (“A person sits at a table next to a chair.”). Example (d) shows an unsatisfactory interaction result due
to illogical and unphysical interactive actions in the text description (“A person sits on a bed and touches the window.”)

(a) (b)

Figure 9: Some examples of failure cases in multi-human scene interaction. Example (a) shows a collision between people.
Example (b) shows a failure case where the number of people generated does not match the text description (“Three persons
sit together on the sofa.”), due to the small space of the sofa.


