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Appendix
A. Effects of the Temperature in NKD

The temperature A in NKD is a hyper-parameter used
to adjust the distribution of the teacher’s soft non-target la-
bels. NKD always applies A > 1 to make the logit become
smoother, which causes the logit contains more non-target
distribution knowledge. The target output probability of the
same model will get a higher value on an easy dataset, such
as CIFAR-100. This causes Ti’\ to contain less knowledge,
which may bring adverse effects to the distillation. In this
subsection, we explore the impact of using different temper-
atures to distill the student ResNet18 on CIFAR-100, shown
in Tab. 1. The results show that temperature is an impor-
tant hyper-parameter, especially for an easy dataset. For all
the experiments, we adopt A = 1 on ImageNet. While for
CIFAR-100, we follow the training setting from DKD for a
fair comparison.

B. NKD for ViT-liked Models

To further evaluate the effectiveness of our NKD, we ap-
ply them to a vision transformer model DeiT, as shown in
Tab. 2. We conduct experiments on the tiny and base DeiT
with NKD, bringing them excellent improvements. DeiT-
Base achieves 84.96% Top-1 accuracy with NKD, which is
3.20% higher than the baseline. Besides, NKD also outper-
forms the classical KD for ViT’s distillation, which proves
the effectiveness of our modification of KD’s formula again.

C. Square for Soft Target Label

For the target 10ss Lyqrget, We first square the student’s
target output and then smooth it as the soft target label. Here
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A Baseline 1.0 2.0 3.0 4.0
Top-1 78.58 80.55 80.76 80.72 80.54
Top-5 94.10 95.14 95.14 95.11 95.05

Table 1. NKD’s results on the CIFAR-100 with different tempera-
ture. We use ResNet-34 as the teacher to distill ResNet-18.

we explore the effects of the operation. We conduct exper-
iments by training MobileNet and RegNetX-1.6GF on the
ImageNet dataset, which is shown in Tab. 3. The square
enlarges the difference between different samples’ .S; in a
training batch and brings more improvements to the model
with self-knowledge distillation. Specifically, the model
MobileNet achieves 70.18% top-1 accuracy with our target
distillation loss Liqrget. While the model’s top-1 accuracy
without square is 70.04%. The results demonstrate the ef-
fectiveness of the square for the soft target label.

D. Sensitivity Study of USKD’s Parameters

In our proposed method USKD, we use two hyper-
parameters « and [ to balance the target loss Liqrge: and
the non-target loss L,,,,,, respectively. To explore the ef-
fects of the two hyper-parameters for self-KD, we conduct
experiments by training ResNet-18 with our method on the
ImageNet dataset. As shown in Fig. 1, « is used to ad-
just the target loss scale. Our method is not sensitive to it.
When « varies from 0.6 to 1.4, the student’s worst accuracy
is 70.68%, which is just 0.13% lower than the highest accu-
racy. Besides, it is still 0.78% higher than training the model
directly. As for the /3 for the non-target loss in Fig. 2, our
method is not sensitive to it when 8 < 0.1. However, when
it is too large, e.g. 0.14, the performance improvement may
be affected.



Teacher Student Top-1 Acc. (%)
. DeiT-Tiny 74.42
De‘fggl;g;“a" KD 76.01 (+1.59)
’ NKD (Ours) 76.68 (+2.26)
. DeiT-Base 81.76
De‘(nglélL)arge KD 84.06 (+2.30)
’ NKD (Ours) 84.96 (+3.20)

Table 2. Comparison of NKD and KD on DeiT on ImageNet-1k.
The teacher is pre-trained on ImageNet-21K.

MobileNet RegNetX-1.6GF
Baseline 69.21 76.84
w/o square 70.04 76.79
with square 70.18 76.87

Table 3. Comparison of training the models with different distilla-
tion methods on the target class. The experiments are conducted
on the ImageNet dataset.
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Figure 1. The hyper-parameter « for target loss Liarger With
ResNet-18 on ImageNet dataset.

E. Weak Supervision for the Weak Logit

For soft non-target labels’ rank, we use a hyper-
parameter 1 < 1 to achieve weak supervision for the weak
logit. Here we conduct experiments to investigate the in-
fluence of weak supervision on self-KD. For normal su-
pervision, w should be set to 1. However, the rank of the
weak logit is similar to that of the final logit when p = 1.
With a smaller p, the supervision becomes weaker, and
the difference between the two logits becomes larger. As
shown in Fig. 3, the model’s top-1 accuracy is 70.18% when
= 0.02. The RegNetX-1.6GF model achieves better per-
formance with weaker supervision when p > 0.005. How-
ever, when p is too small, for example, 0.002, the supervi-
sion is too weak, resulting in the model’s weak logits being
the same for all non-target classes, which negatively affects
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Figure 2. The hyper-parameter 8 for non-target loss Lyon With
ResNet-18 on ImageNet dataset.
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Figure 3. The hyper-parameter ;1 for weak supervision with
RegNetX-1.6GF on ImageNet dataset.

performance improvement.

wx 1073 2 3 5 7 10
Acc.(%) | 70.61 70.69 70.79 70.77 70.63

Table 4. The hyper-parameter 1 with ResNet-18 on ImageNet.

F. Extension to Regression Tasks

We apply NKD to object detection, surpassing KD and
DKD in Tab. 5. NKD shows significant mAP gains of 1.3
for Faster RCNN, indicating its potential for other tasks.

COCO | baseline +KD  +DKD  +NKD,,s
mAP 37.4 37.8 38.2 38.7

Table 5. The detection results on COCO. Teacher: Faster RCNN
ResNet-101 (2x). Student: Faster RCNN ResNet-50 (1x).



G. Analysis on the Coefficient.

The difference between the formula of NKD and DKD
is —(1 — T3)log(1 — S;). While DKD incorporates this
term, NKD excludes it. DKD combines it with T;log(S:)
as a whole to analyze its effects, and we only utilize
Tilog(S;) for distillation. In other word, DKD’s coefficient
forlog(1—S;) is —(1 —T}) and NKD’s coefficient is 0. We
conduct experiments to analyze the effects in Tab. 6 for KD
and Tab. 7 for self-KD. The settings are: T1: —T;log(Sy),
T2: —(1—-T})log(1—S;). Our NKD approach employs T1,
while DKD utilizes T1+T2. In Tab. 7, we also try to get the
soft labels with Exponential Moving Average (EMA) and
compare with our USKD. The results of KD and self-KD
both prove the superiority of our NKD and USKD.

Baseline  T1 (NKD)yurs T2 TI+T2 (DKD)

69.90 71.96 70.91 71.70

Table 6. KD results of Res18 on ImageNet. T1: —T;log(S:), T2:
—(1 —1Ty)log(1 — S;). NKD uses T1 and DKD uses T1+T2.

Baseline T1 (SDours T2(S1) TI1+T2(S1) | T1(S2)
69.90 70.79 69.50 70.22 70.36

Table 7. Self-KD results of Res18 on ImageNet. S1 (USKD) and
S2 (EMA) denote different soft labels.




