
Supplementary Material of “Long-Range Grouping Transformer for Multi-view
3D Reconstruction”

1. 3D Representation

The current commonly used 3D representation includes
mesh [1, 2], point clouds [3, 4], voxel [5, 6] and implicit
representation [7, 8]. Our method uses voxel representation
without any extra information. However, methods using im-
plicit representation [7, 8] require camera parameters, and
mesh-based methods [1, 2] rely on an ellipsoid mesh as an
assistive tool.

2. More Experimental Details

2.1. Details of Experiments in Table 1

Table 1 in the main paper shows the performance com-
parison of our proposed methods (LRGT, LRGT+) and the
SOTA methods of multi-view 3D reconstruction [5, 9, 6,
10, 11, 12, 13, 14] on the ShapeNet dataset [15]. Table 1
shows the maximum number of views used to train these
methods. Among them, Pix2Vox++ [6] and EVolT [10] do
not provide relevant information. According to our experi-
ment, more view inputs during training achieve better per-
formance for processing heavy amount of inputs, however,
cost more training consumption. All of these methods adopt
not less than 3 views as the maximum number of training
inputs and even [9] trains the model with 24 views. LRGT
performs well in multi-view reconstruction with only a few
inputs during training. It verifies that our method is indeed
effective. In addition, we train LRGT on 2 Tesla V100 for
1 day and LRGT+ on 8 Tesla V100 for 2 days.

2.2. Details of Experiments in Figure 5

Figure 5 in the main paper shows the performance com-
parison of different encoder strategies. Please note that the
model with full-range attention (FRA) is different from the
full-range method mentioned in Figure 4 of the main paper.
Here, FRA is used on all encoder transformer blocks but not
only parts of them. In addition, the separated-stage strategy
uses the encoder architecture from 3D-RETR [12] and the
blended-stage strategy uses the encoder architecture from
Legoformer [11].

Number of Views during Training
3D-R2N2 [5] AttSets [9] Pix2Vox++ [6] EVolT [10]

5 24 - -

GARNet [14] GARNet+ Legoformer [11] 3D-RETR [12]
3 8 8 3

UMIFormer [13] UMIFormer+ LRGT LRGT+
3 8 3 8

Table 1: The maximum number of view inputs during training
each method. “-” indicates the relevant information is not provided
in their paper.

3. Supplementary Experiments

3.1. Results on 24-View Reconstruction

As a multi-view reconstruction algorithm, we are con-
cerned about the performance of the model when facing
a large number of inputs. Therefore, we compare the
performance of LRGT and LRGT+ with the SOTA meth-
ods [6, 10, 13] when input 24-view on the ShapeNet dataset
and the reconstruction results for each category are shown
in Table 2. LRGT and LRGT+ outperform the other meth-
ods in all categories.

3.2. Computational Complexity and Inference Time

Computational Complexity. Assume the size of view
image is t2, the token dimension is d, and the number of
views and groups are v and g. In our long-range grouping
attention (LGA), we have v ≪ g. The computational com-
plexity of FRA is O(v2t4d). Using the standard transformer
block to process each view is O(vt4d). Using our LGA can
reduce the complexity to O(v2 t4

g
d).

Inference Time. We compare the inference time of the
methods using different grouping strategies in Figure 1. For
each model, the architecture setting is the same as Section
4.5 in the main paper. We obtain the average inference time
on ShapeNet test set using a single Tesla V100 device when
facing a different number of views.

As we mentioned in the main paper, FRA processes to-
kens from all views at one time. Compared with other
grouping strategies, the method with FRA spends the most
inference time for multi-view input. When using the basic



24-view IoU 24-view F-Score@1%

Category Pix2Vox++ [6] EVolT[10] GARNet [14] GARNet+ LRGT LRGT+ Pix2Vox++ EVolT GARNet GARNet+ LRGT LRGT+

airplane 0.729 0.741 0.724 0.739 0.778 0.793 0.614 0.636 0.606 0.628 0.678 0.696

bench 0.686 0.707 0.698 0.707 0.753 0.768 0.522 0.548 0.536 0.551 0.591 0.607

cabinet 0.829 0.832 0.841 0.840 0.869 0.881 0.456 0.464 0.473 0.505 0.498 0.520

car 0.883 0.894 0.888 0.894 0.900 0.904 0.598 0.624 0.608 0.623 0.633 0.643

chair 0.647 0.681 0.674 0.683 0.722 0.744 0.341 0.373 0.369 0.384 0.408 0.428

display 0.613 0.674 0.668 0.665 0.750 0.767 0.335 0.403 0.386 0.396 0.466 0.485

lamp 0.493 0.520 0.516 0.513 0.580 0.611 0.351 0.366 0.366 0.369 0.422 0.456

speaker 0.762 0.772 0.773 0.772 0.825 0.839 0.326 0.339 0.338 0.346 0.399 0.418

rifle 0.686 0.711 0.697 0.709 0.763 0.783 0.624 0.653 0.634 0.647 0.711 0.734

sofa 0.782 0.800 0.807 0.810 0.834 0.846 0.454 0.478 0.489 0.500 0.521 0.536

table 0.666 0.675 0.693 0.692 0.737 0.748 0.419 0.431 0.449 0.452 0.476 0.485

telephone 0.849 0.867 0.871 0.879 0.895 0.898 0.666 0.687 0.698 0.716 0.719 0.726

watercraft 0.668 0.693 0.693 0.696 0.734 0.747 0.460 0.494 0.494 0.504 0.550 0.571

Overall 0.720 0.738 0.737 0.742 0.779 0.793 0.473 0.497 0.493 0.505 0.536 0.552

Table 2: Comparison of the performance for 24-view reconstruction on the test set of ShapeNet using IoU and F-Score@1%. The best
score for each category is highlighted in bold.

method (baseline) and the remaining four grouping atten-
tion methods, it costs relatively close time consumption.
Among them, token-range grouping attention (TGA) has
the most efficient by a narrow margin, however, it brings
a significant loss in performance (referring to Figure 4 in
the main paper). In contrast, it is more appropriate to em-
ploy LGA exhibits superior performance at similar infer-
ence time.
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Figure 1: Comparison of the average inference time between dif-
ferent encoder strategies on the test set of ShapeNet. To control
the variables, the experiments utilize the same decoder as LRGT.

4. Supplementary Visualizations
4.1. Reconstruction Examples of Table 3

In Figure 2, we supplement multi-view reconstruction
examples generated by two models from Table 3 in the main
paper. In our decoder, the progressive upsampling reduces
reconstruction difficulty. Moreover, with the help of skip
connection, HR basic units combine high-level semantic in-
formation and low-level semantic information. Two types
of semantic information are complementary to each other,
further improving the final reconstruction quality.
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Figure 2: Two examples on the test set of ShapeNet to compare
the qualitative results whether using skip connection in HR basic
units of the decoder.

4.2. Visualization of Grouping Diversity

Figure 3 supplements a relatively complete visualization
for Figure 6 in the main paper, which provides attention
weight maps from various groups in an LGA. Obviously,
the complete visualization demonstrates that LGA assem-



bles rich and diverse features from all groups for a reliable
representation.

4.3. Multi-View Reconstruction Examples

We supplement more multi-view reconstruction exam-
ples generated by LRGT, LRGT+, and other methods [5, 9,
6, 11, 12, 14] on the test set of ShapeNet in Figure 4 and
Figure 5.
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Figure 3: More visualization results of the attention weight maps from different groups in the 1-st head of the 2-nd LGA when processing
3-view input. There is a significant difference in the regions concerned by the attention operations between the groups, which ensures a
diversity of the overall features.
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Figure 4: Qualitative reconstruction results when facing 5 views, 10 views, 15 views and 20 views as input for telephone, table, and chairs.
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Figure 5: Qualitative reconstruction results when facing 5 views, 10 views, 15 views and 20 views as input for chair, cabinet, airplane, and
lamp.


