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There are five parts in this supplementary material.

Part 1 presents additional demonstrations of the noisy labels in the SBU [4] and UCF [6] datasets.

Part 2 presents additional results of our Label Tuning method after 1 to 6 rounds of training.

Part 3 presents additional visual comparisons with the state-of-the-art methods.

Part 4 presents visual comparisons with two state-of-the-art methods trained on the original SBU [4]
dataset and our tuned SBU dataset.

Part 5 presents additional statistics about SILT.
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Part 1: Additional Demonstrations of Noisy Labels in the SBU and UCF Datasets

Figure 1. Images and corresponding noisy labels in the SBU [4] training set. We can see that some shadow details and some small shadows
are missing from the original labels. Also, wrong labels may exist in both shadow and non-shadow regions.
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Figure 2. Images and corresponding noisy labels in the SBU [4] training set. We can see that some shadow details and some small shadows
are missing from the original labels. Also, wrong labels may exist in both shadow and non-shadow regions.
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Figure 3. Images and corresponding noisy labels in the UCF [6] training set. We can see that the some shadow details and some small
shadows are missing from the original labels.
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Figure 4. Images, original noisy labels, and our manually corrected clean labels in the SBU [4] test set.
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Part 2: Additional Results Produced by Our Label Tuning

(a) Input
images

(b) Original
labels

(c) Round 1 (d) Round 2 (e) Round 3 (f) Round 4 (g) Round 5 (h) Round 6

Figure 5. We show additional results of our Label Tuning after 1-6 rounds of training. We can observe that our Label Tuning can gradually
bring back large missing shadows and add more details to the labels. Images are from the SBU [4] training set.
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(a) Input
images

(b) Original
labels

(c) Round 1 (d) Round 2 (e) Round 3 (f) Round 4 (g) Round 5 (h) Round 6

Figure 6. We show additional results of our Label Tuning after 1-6 rounds of training. We can observe that our Label Tuning can gradually
bring back large missing shadows and add more details to the labels. Images are from the SBU [4] training set.
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Part 3: Additional Visual Comparisons with the State-of-the-Art Methods

(a) Input
images

(b) BDRAR
[7]

(c) DSC
[3]

(d) DSD
[5]

(e) MTMT
[1]

(f) FSD
[2]

(g) FDRnet
[8]

(h) SDCM
[?]

(i) SILT
(ours)

(j) Ground
truths

Figure 7. Visual comparison of shadow detection results produced by SOTA methods (b-h) and our SLIT (i). All SOTA methods are trained
on the original SBU training set.

9



Part 4: Additional Visual Comparisons of the State-of-the-Art Methods Trained on Original
SBU [4] Dataset and on Our Tuned Dataset

(a) Input images (b) Using DSC [3]
trained on the

original SBU training set

(b) Using DSC [3]
trained on our

tuned SBU training set

(d) Ground truths

Figure 8. Visual comparison of shadow detection results produced by DSC [3] trained on the original SBU training set (b) and on our
tuned training set (c). We can observe that DSC predicts more details and obtains better performance on self-shadow regions after trained
on our tuned training set.

10



(a) Input images (b) Using SDCM [?]
trained on the

original SBU training set

(b) Using SDCM [?]
trained on our

tuned SBU training set

(d) Ground truths

Figure 9. Visual comparison of shadow detection results produced by SDCM [?] trained on the original SBU training set (b) and on our
tuned training set (c). We can observe that SDCM predicts more details and obtains better performance on self-shadow regions after trained
on our tuned training set.
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Part 5: Additional Statistics About SILT Framework

(a) (b)
Figure 10. (a) This scatter plot displays the relationship between the brightness and confidence in the network’s prediction of the shadow
regions. Each dot in the plot represents a pixel in the predicted shadow masks. (b) This chart shows the BER after each round of self-
training on SBU.

In Fig. 10 (a), we show the statistics of the brightness and confidence relationship in the network’s
prediction of the shadow regions. The plot reveals that the network has lower confidence in shadows with
lighter colors, such as shadows cast on white walls. This observation leads us to set a lower threshold to
encourage the network to label the shadows with light color.

In Fig. 10 (b), we show the BERs after each round of self-training on SBU [4] dataset. We can observe
that, BERs first drop quickly due to the correction of large mislabeled regions, then drop further due to
the refinement of fine details, and finally increase due to error accumulation.
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