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A. Details of Synthetic Data Generation

A.1. Construction of AMASS subset

To ensure the validity of the motions, we selected a
subset from AMASS [1]. Following the BABEL anno-
tations [2], we excluded interactive motions, non-ground
motions, and motions with a duration of less than 2 sec-
onds. The specific categories excluded were: “unknown”,
“interact with/use object”, “touching body part”, “exer-
cise/training”, “move up/down incline”, “sit”, “touch ob-
ject”, “touching face”, “swim” and ‘fall.’ The resulting sub-
set comprised 1,187 motion sequences, each lasting more
than 2 seconds.

A.2. Details of Camera Placemeent

Figure 1 illustrates the process of calculating the cam-
era’s minimum distance to the subjects’ center. The shaded
box represents the envelop box of a subject across frames,
while the gray circle ensures that it encompasses all sub-
jects. Therefore, the camera should ensure that the circle
is within its field of view, which requires the distance to be
greater than Lmin, the radius of the red circle. As stated in
the main text, Lmin = λ

sin(α/2) max
i

||pvi − p̄||2. In this

equation, pv represents the position of the vertex of the en-
velope box of the subject, with i = 1, ..., Nv , where Nv

is the total number of vertices. Additionally, cameras that
have a pitch angle outside of a predefined range which is
[−5◦, 30◦] will be excluded from consideration, Lmax is set
to 10 meters for preventing an unreasonably small propor-
tion of subjects in the image.
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Figure 1: Illustration of camera placement.

B. Data examples of SynBody
B.1. Image examples

In the main paper, we show 1.2M images (2.7M in-
stances in 27K sequences) containing subjects of neutral
gender. However, SynBody also contains rendered images
with three genders (neutral, female, male) that add up to
∼1.6M images (6M instances in 38K sequences) in the
grand total. We show image examples in Figure 2.

B.2. Annotation examples

SynBody features accurate and diverse annotations that
support various human perception and reconstruction tasks.
In Figure 3, we show an RGB image with paired labels such
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Figure 2: Illustration of synthetic images. SynBody features subjects with a variety of appearances and poses. These subjects
are captured from various camera angles, set against diverse, realistic backgrounds, and illuminated under different lighting
conditions. These considerations are critical to the usefulness of SynBody across various tasks.

as segmentation masks, keypoints, normal map, and SMPL-
X. We highlight that some labels are expensive to obtain in
real life, making SynBody a promising alternative for scal-
ing up training data.

C. Asset examples of SynBody
SynBody utilizes a wide range of 3D assets in the ren-

dering. These assets enhance the realism and diversity of
generated images.

C.1. Scenes

In Figure 4, we place our virtual subjects in expansive,
meticulously crafted 3D scenes. These environments are
not only vast in scale but also emulate lifelike atmospheres,
capturing a myriad of architectural designs from various
cultures. We argue that the intrinsic diversity and high-
fidelity quality of these backgrounds not only enhance the
visual appeal but also play a pivotal role in potentially mit-
igating the synthetic-real domain gap.

C.2. Hairstyles, Clothes, and Accessories

One of the standout features of SMPL-XL is the exten-
sive collection of appearance elements beyond the naked

human body mesh. In Figure 5, we demonstrate a vast
repository of diverse hairstyles, clothing (with procedural
textures, and accessories (such as glasses, shoes, hats, and
headphones). These elements enhance the depth of detail
and customization available in our SMPL-XL: a compre-
hensive layered human representation.
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Figure 3: Illustration of annotations. SynBody provides accurate annotations paired with RGB images. Therefore, SynBody
can support a myriad of human-related tasks in perception and reconstruction.
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Figure 4: Illustration of scenes. We utilize high-quality, diverse city-scale scene models in rendering our images.



Figure 5: Illustration of Assets used in SMPL-XL. SMPL-XL enables a layered human modeling that encompasses a wide
range of hairstyles, accessories (such as hats and shoes), and clothes of different types, dimensions, and textures.


