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1. Bottom-up Domain Learning Strategy
Bottom-up domain learning strategy has three training

stages, i.e., intra-camera training, inter-camera and inter-
modality training, as shown in Fig. 1. In each stage,
the augmented dual-contrastive (ADC) learning [2] is con-
ducted for pseudo-label-based unsupervised learning. In the
intra-camera training stage, the ADC is executed alter-
nately in each camera domain separately via clustering the
intra-camera similarity by DBSCAN clustering algorithm
[1] to assign pseudo-labels. In the inter-camera train-
ing, the cross-memory association embedding (CAE) mod-
ule at the camera level calculates the association embed-
ding of persons with each camera memory for inter-camera
(intra-modality) DBSCAN clustering (i.e., clustering the
data of each modality separately). Then, ADC with two
modality-specific memories is performed to learn camera-
invariant features within each modality. Similarly, during
the inter-modality training, the CAE module at the modal-
ity level computes the association embedding of pedestri-
ans with each modality memory for inter-modality cluster-
ing (i.e., simultaneously input all data into DBSCAN for
clustering without considering domains), and the ADC with
a modality-shared memory is conducted to learn the final
unified features. From intra-camera to inter-modality train-
ing, the model progressively captures camera-invariant and
modality-invariant features. Three stages are executed in an
alternate manner during one training epoch.
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Figure 1. Illustration of bottom-up domain learning strategy with two cameras within each modality as an example.
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