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In this supplementary document, we provide the framework of the semantic branch in IntrinsicNeRF (Sec. A), and more experimental results (Sec. B) such as qualitative and quantitative results on the Blender Object dataset (Sec. B.1) and the Replica Scene dataset (Sec. B.2), and ablation studies (Sec. B.3). We also present the applicability of our method on both synthetic and real-world data (Sec. B.4).

### A. Semantic Branch in IntrinsicNeRF

**Figure A1: IntrinsicNeRF Network.** IntrinsicNeRF takes 3D position \(x=(x, y, z)\) as input, and outputs view-independent volume density \(\sigma\), semantic logits \(sl\), reflectance \(r\), and shading \(s\). While the residual term \(re\) additionally depends on the viewing direction \(r=(\theta, \phi)\). Distance-aware point sampling, unsupervised prior, and reflectance clustering methods are used to train the network.

Inspired by [8], we extend IntrinsicNeRF to jointly encode appearance, geometry, and semantics by appending a segmentation renderer to the original IntrinsicNeRF, shown in Fig. A1. Following Semantic-NeRF [8], semantic segmentation is formalized as a view-independent function that recognized each pixel \(x\) as a semantic label distribution with softmax semantic logits \(sl(x)\):

\[
sl = F_\Theta(x),
\]

where \(F_\Theta\) is the MLP function. The predicted semantic logits \(SL(r)\) of each pixels can be written as:

\[
SL(r) = \sum_{k=1}^{K} \tilde{T}_k \alpha_k sl_k \text{ and } \tilde{T}(t_k) = \exp \left( - \sum_{k'=1}^{k} \sigma_k \delta_k \right),
\]

where \(\alpha_k = 1 - \exp(-\sigma_k \delta_k)\), and \(\delta_k\) is the distance between two adjacent sampled points along the view direction \(r\). Following Semantic-NeRF [8], we present semantic logits as multi-class probabilities with the cross-entropy loss:

\[
L_{sem} = - \sum_{r \in R} [p \log \hat{p}_c + p \log \hat{p}_f],
\]

where \(p\) is the multi-class semantic probabilities of the ground truth semantic map, while \(\hat{p}_c\) and \(\hat{p}_f\) are the probabilities of coarse and fine predictions, respectively.

### B. More Experimental Results

#### B.1. Comparison on the Blender Object Dataset

We present the detailed quantitative results on Tab. [B1] and Tab. [B2] compared with intrinsic decomposition methods and neural rendering methods. Our full model is superior to existing traditional intrinsic decomposition methods such as USI3D [3], IIW [1], CGIntrinsic [2], and reaches comparable results with Invrender [7] in intrinsic decomposition on Invrender dataset, shown in Fig. [B2]. Furthermore,
Figure B2: **Qualitative Comparison Results of Reflectance and Rendering with Previous Work on the Blender Object Dataset.** The top 4 rows represent the sample of our dataset and the bottom 4 rows represent the sample of the Invrender dataset. Our method can perform reflectance estimation and novel view synthesis on both datasets well, while Invrender [7] fails to do that on our dataset. N/A means failure.

our intrinsic neural radiance field scene representation enhances reconstructing objects with complex shapes and textures on our dataset, while Invrender fails to make it. The qualitative results of IntrinsicNeRF on the Blender Object dataset are shown in Fig. B3. However, our method also falls into some local optima in Lego tracks (see Fig. B5), due to the inherent property of the intrinsic decomposition, failing to handle the black regions. Meanwhile, when the scenario does not conform to unsupervised prior, it will struggle to obtain the correct decomposition results, as shown in Fig. B2 (Hotdog, Chair in Ours column).

B.2. **Comparison on the Replica Scene Dataset**

Tab. B3 shows the complete quantitative results on the Replica Scene dataset for novel view synthesis and semantic segmentation. We achieve comparable results with Semantic-NeRF [8] while giving the ability to model the underlying properties of scenes. Fig. B4 shows the qualitative results of IntrinsicNeRF on the Replica Scene dataset.

B.3. **Ablation Studies**

We show more ablation study results in Fig. B5 on the Blender Object dataset and in Fig. B7 on the Replica Scene dataset. The reflectance estimated by the baseline method is more stochastic and unstable. While adding the intrinsic prior, the network output is plausible. The adaptive reflectance iterative clustering method can make the reflectance regions of the same material cluster together but may lose some distinguishable boundaries in the Replica Scene dataset. We also show the quantitative comparison...
### Table B1: Quantitative Evaluations on Our dataset

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR (Log)</th>
<th>LPPS (Log)</th>
<th>MSE</th>
<th>LMSE</th>
<th>PSNR (Chan)</th>
<th>LPPS (Chan)</th>
<th>MSE</th>
<th>LMSE</th>
<th>PSNR (Syn)</th>
<th>LPPS (Syn)</th>
<th>MSE</th>
<th>LMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>baseline+w/prior</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ours</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

### Table B2: Quantitative Evaluations on Invrender dataset

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR (Log)</th>
<th>LPPS (Log)</th>
<th>MSE</th>
<th>LMSE</th>
<th>PSNR (Chan)</th>
<th>LPPS (Chan)</th>
<th>MSE</th>
<th>LMSE</th>
<th>PSNR (Syn)</th>
<th>LPPS (Syn)</th>
<th>MSE</th>
<th>LMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>baseline+w/prior</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ours</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

B.4. Applications

We show the applicability of IntrinsicNeRF on real-time scene recoloring, illumination variation, and editable novel view synthesis. We have also developed a convenient editing software, to facilitate the user to perform object or scene editing, shown in Fig. B6.

Real-Time Scene Recoloring: The recoloring predicted by the IntrinsicNeRF network is saved as [Semantic category, reflectance category], and the last iteration of the hierarchical clustering method will save the reflectance categories in all semantic categories of the whole scene. Therefore, the [Semantic category, reflectance category] label can be used to quickly find the reflectance value of each pixel point. Based on this representation, we can perform scene recoloring in real-time, just by simply modifying the color of a certain reflectance category, the reflectance values of all pixels in the multi-view images belonging to that category can be modified at the same time, and then the recolored images can be reconstructed using the modified reflectance with the original shading and residual through Eq. 2 in the main paper. Fig. B8 shows the scene recoloring samples on the Blender Object dataset and the Replica Scene dataset. Our method can support semantic recoloring with a simple user click and selected modified color. We also perform scene recoloring on the real-world data to show the generalizability of the method.
Table B3: **Quantitative Evaluations on the Replica Scene Dataset.** We achieve comparable results with Semantic-NeRF in novel view synthesis and semantic segmentation.

<table>
<thead>
<tr>
<th>Method</th>
<th>Office 0</th>
<th>Office 1</th>
<th>Office 2</th>
<th>Office 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR ↑</td>
<td>SSIM ↑</td>
<td>LPIPS ↓</td>
<td>mIoU ↑</td>
</tr>
<tr>
<td>Semantic-NeRF</td>
<td>33.9807</td>
<td>0.9294</td>
<td>0.0631</td>
<td>0.9802</td>
</tr>
<tr>
<td>Ours</td>
<td>33.9734</td>
<td>0.9292</td>
<td>0.0666</td>
<td>0.9793</td>
</tr>
<tr>
<td></td>
<td>PSNR ↑</td>
<td>SSIM ↑</td>
<td>LPIPS ↓</td>
<td>mIoU ↑</td>
</tr>
<tr>
<td>Semantic-NeRF</td>
<td>35.6869</td>
<td>0.9516</td>
<td>0.0689</td>
<td>0.9816</td>
</tr>
<tr>
<td>Ours</td>
<td>35.4500</td>
<td>0.9532</td>
<td>0.0603</td>
<td>0.9805</td>
</tr>
<tr>
<td></td>
<td>PSNR ↑</td>
<td>SSIM ↑</td>
<td>LPIPS ↓</td>
<td>mIoU ↑</td>
</tr>
<tr>
<td>Semantic-NeRF</td>
<td>30.8175</td>
<td>0.9216</td>
<td>0.0755</td>
<td>0.9777</td>
</tr>
<tr>
<td>Ours</td>
<td>30.2827</td>
<td>0.9231</td>
<td>0.0845</td>
<td>0.9753</td>
</tr>
<tr>
<td></td>
<td>PSNR ↑</td>
<td>SSIM ↑</td>
<td>LPIPS ↓</td>
<td>mIoU ↑</td>
</tr>
<tr>
<td>Semantic-NeRF</td>
<td>30.2418</td>
<td>0.9238</td>
<td>0.0694</td>
<td>0.9678</td>
</tr>
<tr>
<td>Ours</td>
<td>29.9553</td>
<td>0.9179</td>
<td>0.0741</td>
<td>0.9619</td>
</tr>
</tbody>
</table>

Figure B3: **Qualitative Results of IntrinsicNeRF on the Blender Object Dataset.** From left to right are reflectance, shading, residual term, rendering result, and original image. In addition to the Lambertian assumption, our method can also simulate glossy reflections or metallic materials.

Figure B4: **Qualitative Results of IntrinsicNeRF on the Replica Scene Dataset.** From left to right are reflectance, shading, residual term, rendering result, and original image. In addition to the Lambertian assumption, our method can also simulate glossy reflections or metallic materials.

alization ability of our method, shown in Fig. B11.

**Illumination Variation.** Since our IntrinsicNeRF can decompose residual terms besides Lambertian assumptions, which may be properties such as specular illumination, we can adjust its overall brightness directly by a multiplicative factor. Specifically, users only need to adjust the sliding buttons of the video editing software and the overall brightness will be modified. We can enhance the light or diminish it, to see the effect of different light intensities, as shown in Fig. B9. We also perform illumination variation on the real-world data to show the generalization ability of our method, shown in Fig. B12.

**Editable Novel View Synthesis.** Our IntrinsicNeRF gives the NeRF [4] the ability to model additional fundamental
Figure B5: **Ablation study of Reflectance Estimation on the Blender Object Dataset.** Left: our dataset, right: Invrender dataset. The reflectance estimation of the baseline method is stochastic and unstable, while the intrinsic prior makes the optimization of the network traceable. Our final model achieves more plausible reflectance results.

Figure B6: **Video Editing Software.** The software includes a palette for reflectance, a sliding bar for shading, residual layers, as well as buttons for playing or recording view synthesis, reset, etc.

Properties of the scene, and the original novel view synthesis functionality is retained. As shown in Fig. B10, the effects of our video editing application above such as scene recoloring can be applied to the editable novel view synthesis, maintaining consistency. We also perform editable view synthesis on the real-world data to show the generalization ability of our method, shown in Fig. B13. Please refer to the supplementary video for more details.

**Video Editing Software.** As shown in Fig. B6, we visualize the interface of our video editing software, which contains controls for the color palette for the reflectance layer, two sliding bars for shading and residual layers, as well as buttons for playing or recording view synthesis and reset, etc. Due to IntrinsicNeRF with hierarchical clustering and indexing representation, our software can support real-time augmented video editing.
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Figure B7: Qualitative Reflectance Comparisons with Previous Methods on the Replica Scene Dataset. Experiments demonstrate the progressive facilitation effect of our different variants. Compared with previous methods, our final method achieves more plausible and multi-view consistent reflectance estimation results, retaining the boundaries of objects, please refer to the supplementary video.


Figure B8: **Real-Time Scene Recoloring on Synthetic Data.** Our approach allows for real-time region-level scene recoloring on synthetic data with a simple user click and selected modified color.
Figure B9: **Illumination Variation on Synthetic Data.** Left: Blender Object dataset, Right: Replica Scene dataset. We can adjust the brightness of the illumination, which can be applied to the ceiling, sofa, walls, and doors (such as Room 0). Please refer to the supplementary video.
Figure B10: **Editable Novel View Synthesis on Synthetic Data.** Our method can support real-time augmented editing applications with editable novel view synthesis. Here, we show the view synthesis results with scene recoloring. For more details, please refer to the supplementary video.
Figure B11: **Real-Time Scene Recoloring on Real-World Data.** Our approach allows for real-time region-level scene recoloring on real-world data with a simple user click and selected modified color.
Figure B12: **Illumination Variation on Real-World Data.** We can adjust the brightness of the illumination on real-world data. Please refer to the supplementary video.
Figure B13: **Editable Novel View Synthesis on Real-World Data.** Our method can support real-time augmented editing applications with editable novel view synthesis.