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In the Supplementary material, we include an Appendix
with results for mAP metric, an ablation on architecture
size, results for a setting where evaluation is performed per
domain separately, results for specialists when used as uni-
versal embeddings and a comparison of PCA-Whitening
(PCAw) with random linear projection. All experiments in
the supplementary material are reported for 1 seed (except
stated otherwise). Additionally, we provide a collage of im-
age samples coming from the domains the proposed UnED
dataset covers.

A. Appendix
A.1. mAP results

As discussed in Section 3.2, we additionally present re-
sults using the mean Average Precision (mAP) metric. In
particular, we compute mAP@ 100, where only the top 100
retrieved images contribute to the score. Asin [1], this metric
is defined as:
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Here, @ is the total number of query images, m, is the
number of index images containing an object in common
with the query image ¢ (images from the same class in the
index), n, is the number of predictions made by the system
for query g (for our case it is always 100 as we always
retrieve 100 images for this metric), P, (k) is the precision
at rank k for the g-th query; and rel, (k) is a binary indicator
function denoting the relevance of prediction & for the g-th

query.
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Results are presented in Table S1. It can be observed
that there is high correlation between the mAP and the met-
rics reported in the main paper. For example, the highest
performing method in all cases is obtained with CLIP pre-
training and the oracle specialist. The three universal models
based on CLIP pre-training perform very similarly: their
relative ranking remains the same as the one of the mMP@5
metric. The same holds for the relative ranking of the uni-
versal models with IN pretraining. Additionally, for most
domains, mMP@5 and mAP agree on the best model. We
conclude that all metrics capture similar trends, while specif-
ically mMP@35 and mAP are very correlated. To improve
metric interpretability and simplicity, as discussed in Section
3.2, we thus decide to establish the two main metrics in our
benchmark as mMP@5 and R@1.

A.2. Architecture ablation

We study the effect of the ViT architecture size, by com-
paring the performance of ViT-Small, ViT-Base (used in the
main paper) and ViT-Large on our evaluation benchmark.
Each of them has larger number of parameters than the previ-
ous one, being more memory and computationally expensive.
We compare them by training with the UJCRR method (ex-
plained in the main paper), starting from IN pretraining.

Results shown in Table S2 justify our choice of ViT-Base
as our main backbone; it is a good tradeoff for size and
performance, performing as well as the larger ViT-Large, but
a lot better than the smaller ViT-Small.

A.3. Separate index evaluation

We include results for an evaluation where each domain’s
queries are tested against the index of the same domain,
instead of the merged index set, which is the main evaluation
of our proposed benchmark. It corresponds to the setting
where an Oracle is available, that restricts the index to images
from the same domain as the one of the query image. For



this evaluation, only the CLIP pretraining is used.

Results are shown in Table S3, and each entry in the table
can only be equal or greater than the corresponding one in
the main paper. This is because all cross-domain mistakes
are avoided in the current setting. We observe that the univer-
sal models and the oracle specialist performs slightly better
on average in this setting, with the highest increase being
in the Met domain. This could be caused by the fact that
the Met domain contains artworks that can also be consid-
ered roughly parts of the other domains as well, e.g. cloth-
ing pieces, depictions of animals or landmarks in paintings,
therefore making it easier to have cross-domain mistakes for
Met queries. Additionally, CLIP+PCAw performance is also
a lot higher, showing that naive unsupervised projection with
PCA-Whitening produces a lot of cross-domain mistakes.

A 4. Specialists as universal embedding models

We present evaluation results for specialist models used as
universal embedding models in Table S4, the highest values
for each column are highlighted in bold, and the lowest in
red. For this evaluation, only the CLIP pretraining is used.

As expected, for each domain, the best performing spe-
cialist model is the one trained on the corresponding training
set, and the best pretraining for that domain corresponds to
the one reported in Table 4 of the main paper. We also note
that the best performing models are the specialist models fine-
tuned on Met and Rp2k domains, though the performance
of these models is still a lot worse than the best universal
model reported in the main paper. Interestingly, finetuning
on the GLDv2 domain performs the worse on average, for
both types of pretraining.

A.S5. PCA-Whitening vs Random Projection

We present a comparison of PCA-whitening as a means
to reduce the dimensionality of the off-the-shelf embeddings
shown in the Table 4 of the main paper versus Random Lin-
ear projection to 64-D, in Table S5. Results on the original
dimensionality results are also shown for reference. The
random linear projection results are averaged over 3 seeds.
PCA-Whitening has been trained on the union of subsets
of ~9k images of each domain. We observe that for Ima-
geNet pretraining, the random projection performs better on
average than PCA-Whitening, while for CLIP pretraining it
underperforms the former.

A.6. Visual presentation of all domains

In Figure S1 we show a collective presentation of example
images from the different domains the UnED dataset covers.
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Figure S1: Example images from the different domains that the proposed UnED dataset covers.

| Food2k | CARS196 | SOP [ InShop | iNat | Met | GLDv2 | Rp2k | Mean

Model | mAP@100
Off-the-shelf

IN (768-D) 23.6 9.6 38.5 345 | 43.1 | 22.6 7.8 419 | 277
CLIP (768-D) 21.4 29.0 39.3 36.0 |243 | 237 11.6 28.6 | 26.7

" IN+PCAw | 136 | 59 [263| 182 [277| 90 | 36 | 284 | 166
CLIP + PCAW 17.1 20.0 322 25.9 17.9 | 14.0 6.4 234 | 19.6

Specialists
IN+Oracle 42.7 19.9 56.6 64.8 | 494 | 24.1 19.4 64.8 | 42.7
CLIP+Oracle ‘ 43.7 ‘ 40.5 ‘ 62.6 66.2 | 439 ‘ 27.4 ‘ 23.1 ‘ 59.5 ‘ 459
Universal models

IN+UJCDS 443 15.4 51.7 588 |48.0 | 47 17.2 65.7 | 382
CLIP+UJCDS 45.2 334 55.6 63.1 413 | 26 21.2 62.2 | 40.6

" IN#UJCRR | 427 | 232 [615| 736 [481| 59 | 120 | 661 | 41.6
CLIP+UJCRR 439 39.5 65.8 | 76.7 | 404 | 59 15.2 61.5 | 43.6

" IN+USCRR | 422 | 167 [582| 695 [486 | 80 | 132 | 650 | 402
CLIP+USCRR | 41.7 36.2 61.6 | 71.7 | 405 | 9.7 15.4 62.8 | 424

" IN+USCSS | 408 | 133 [572| 656 |[470 | 115 166 | 642 | 395
CLIP+USCSS 42.1 335 62.9 702 | 425 | 85 20.3 619 | 427

Table S1: Corresponding mAP@ 100 for baselines presented in Table 4 on the main paper. Color coding follows Table 4.

Mean
Model mMP@5 R@1
ViT-S (IN) 48.3 58.9
ViT-B (IN) 524 62.6
VIiT-L (IN) 524 62.6

Table S2: Ablation for the model architecture. All models are finetuned with the UICRR method described in the main paper.



I Food2k [ CARSI% | SOP | InShop | iNat | Met | GLDv2 | Rp2k | Mean
Model | mMP@5 R@I | mMP@5 R@I1 | mMP@5 R@I | mMP@5 R@I [ mMP@5 R@I | mMP@5 R@I | mMP@5 R@I | mMP@5 R@I | mMP@5 R@I
Off-the-shelf
CLIP(768-I))+ 29.4 42.9* 74.8 32,2{ 444 es.s% 372 560 ] 534 628 277 375 }» 204 310 }» 386 59.9+ 407 547

Specialists
869 | 693 747 | 33l
Universal models
80.3 65.0

CLIP+Oracle | 52.9

CLIP+UJCDS

CLIP+USCSS

Table S3: Corresponding separate index evaluation for baselines presented in Table 4 on the main paper.

| Food2k ‘ CARS196 ‘ SOP ‘ InShop ‘ iNat ‘ Met ‘ GLDv2 ‘ Rp2k ‘ Mean
Model [ mMMP@5 R@I1 [ mMP@5 R@I [ mMP@5 R@I | mMP@5 R@I | mMP@5 R@I [ mMP@5 R@I [ mMP@5 R@I [ mMP@5 R@I | mMP@5 R@I
Specialists
IN+Food2k 503 630 | 309 405 | 294 4901 | 218 347 | 535 602 78 7.0 88 136 [ 405 619 [ 300 412
CLIP+Food2k 513 635 | 701 788 | 296 490 | 255 409 | 429 503 4.6 6.0 167 244
" IN+CARSI9% | 196 294 | 624 720 | 261 451 | 203 331 | 548 613 | 116 166 | 81 127
CLIP+CARS196 | 190 287 | 826 884 | 291 484 | 245 399 | 425 501 100 138 147 222
©C U IN#SOP | 130 209 | 222 320 | 612 783 | 293 459 | 449 526 | 25 31 | 56 91
CLIP+SOP 107 179 | 443 565 | 662 814 | 321 500 | 302 383 3.0 43 8.6 135
"~ IN+InShop | 134 206 | 236 328 | 335 547 | 666 861 | 458 532 | 55 72 | 68 118
CLIP+InShop 131 210 | 610 706 | 317 518 | 678 862 | 350 425 6.3 83 12.1 19.8
© IN#iNat [ 240 348 | 344 440 | 296 493 | 246 390 | 700 751 | 138 207 | 102 162
CLIP+iNat 176 275 | 614 710 | 306 501 274 434 | 671 727 10.1 13.6 113 16.9
© O IN#Met | 147 237 285 394 | 380 595 | 338 528 | 432 510 | 217 0 259 | 96 161
CLIP+Met 161 254 | 596 702 | 438 645 | 405 615 | 369 451 257 308 161 246
CUIN#GLDv2 | 127 199 | 137 226 | 366 578 | 257 401 | 435 509 | 32 43| 316 438
CLIP+GLDv2 9.7 164 | 234 333 | 333 536 | 223 365 | 26l 337 33 44 356 467
© IN#Rp2k | 214 318 | 348 457 | 347 563 | 270 428 | 544 616 | 143 198 | 104 174
CLIP+Rp2k 190 291 628 716 | 346 556 | 293 460 | 389  47.1 155 205 154 252 356 415

Table S4: Results for specialist models when used as universal embeddings on our benchmark. Model column has the format :
{Pretraining }+{Finetuning dataset}.

I Food2k I CARS196 I SOP I InShop I iNat I Met I GLDv2 I Rp2k I Mean
Model ‘ mMP@5 R@1 ‘ mMP@5 R@1 ‘ mMP@5 R@1 ‘ mMP@5 R@1 ‘ mMP@5 R@1 ‘ mMP@5 R@1 ‘ mMP@5 R@1 ‘ mMP@5 R@1 ‘ mMP@5 R@1
Off-the-shelf
IN (768-D) 31.1 41.4 54.1 43.7 65.6 355 539 67.1 74.2 21.1 30.8 14.8 252 529 743 384 52.8
CLIP (768-D) 29.4 74.7 82.2 442 65.4 37.2 56.0 53.5
TTUIN#PCAW | 191777200 | 7290 378 | 305  s12° | 196 316 [ 509 579 | 80 1.0 | 83 132 [ 376 578 | 254 362
CLIP+PCAw 234 62.8 72.7 36.5 57.0 27.0 42.8
- 7IN?+]iaE(II;r6j.7 7| 19405~ 29 [ 31.0403  41.705 | 33.1%01 545+03 | 25706 40.4+03 4x02  61.5x02 8.8x05 12.2x07 8.7x02 148407 [ 387201 60.0x02 | 27.5z01 393401
CLIP+Rand.Proj. | 18.1+07 61.7+13  71.7+08 | 34.5+03 55.0+05 | 26.8+05 42.0+08 | 41.3x02 49.8+02 | 9.7x07  13.2+10 | 12.5+05 18.5+12 | 29306 47.7+05 | 29.2+05 40.8+07

Table S5: Comparison of PCA-Whitening vs Random linear projection. For the latter, the average of 3 seeds is shown.



