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Supplementary Material

Appendix

In this supplementary material, we present the details of
our network design in section A, and demonstrate our gen-
eration results based on clear images as well as the manip-
ulation based on real rain in section B. Then in section C,
we provide visualization results on both paired SPA data
and unpaired FCRealRain data, showing the improvement
of our generation for real rain removal. In the end, we fur-
ther discuss the generalization of deraining methods under
different augmentation models in section D.

A. Implementation of Network Architecture

The decomposition module is structured similarly to [11]
and consists of 32 Resblocks. For the attribute encoder, we
adopt the UNet [6] architecture to regress the location of
the rain layer with the same dimensions as the rainy im-
age. Another UNet architecture with global pooling is used
to regress the remaining attributes, such as angle, length,
and brightness. The style encoder employs four downsam-
ple blocks to regress the mean and variance to represent the
distribution. We use the PatchGAN architecture [3] for the
discriminator networks.

B. More Visualization on Rain Generation

Diverse Generation on Clean Image: We show the vi-
sualization results of generated rainy images in Figure. 1
to demonstrate the effectiveness of physical alignment and
controllable generation network (PCGNet). With a clean
image, we can generate a variety of realistic and diverse re-
sults as expected properties by manually specifying certain
attribute parameters, such as angle, length, brightness, and
others. Meanwhile, since the introduced style alignment,
the PCGNet could learn the rain accumulation and rain veil
from the real rain reconstruction, which is hard to precisely
describe and generate by the hand-crafted synthetic model.
Manipulative Generation on Rainy Image: SPA [8] and
FCRealRain [2] are high-quality datasets of real rain im-
ages without corresponding attribute labels. Thus, we take
the SPA and FCRealRain datasets as the target of real rain

Table 1. The cross dataset validation for generalization of different
augmentation model.

Index
Rain1400 −→ Rain800 SPA −→ GT-Rain

-O -T -V -J P -O -T -V -J P
PSNR 22.4 21.84 21.12 22.45 23.78 20.18 20.09 20.89 20.54 21.57
SSIM 0.7845 0.7854 0.7801 0.8012 0.8325 0.5045 0.5732 0.5819 0.5662 0.6017

respectively and conduct the attribute manipulation on the
corresponding rainy images. Figure. 2, 3, 4, 5 show the
manipulation results as the length, angle, and brightness of
the rain attribute varies. It is noteworthy that PCGNet not
only learns to manipulate the generated results with target
attributes, but also comprehends the distinctive rain styles
of different datasets, thereby reducing the domain gap be-
tween the generated results and target rain.

C. Promotion of Generated Image for Rain
Remval

We provide more qualitative comparisons of deraining
performance on SPA [8] in Figure. 6, FCRealRain [2] in
Figure. 7 and Figure. 8 with the latest deraining methods:
DSC [5], DDN [4], JORDER-E [9], and MPRNet [12].

Regarding the paired rain/clean dataset of SPA, the ex-
isting datasets are augmented by PCGNet with modulating
attributes, effectively mitigating the bias of rain streaks in
the original datasets. Consequently, the deraining methods
are able to acquire a more robust feature representation for
rain removal, ultimately yielding a more compelling perfor-
mance on test data. With respect to the unpaired datasets
of FCRealRain, the integration of real rain into the train-
ing process of PCGNet significantly reduces the domain gap
between the generation results and real rain. Empirical re-
sults show that the model trained on the generation results
of PCGNet exhibits a more compelling performance.

D. Additional Discussing
Generalization of different augmentation models. To
better demonstrate the impact of different augmentation
methods on the generalization of rain removal models, we
trained the JORDER-E method on the Rain1400 and SPA
datasets using various augmentation methods such as tradi-
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tion augmentation (-T), VRGNet [7] (-V), JRGR [10] (-J),
PCGNet (-P), and validated on the Rain800 [13] and GT-
Rain [1] test sets as shown in Tabel 1. The results indicate
that the JRGR method based on realism outperforms the
VRGNet based on diversity in terms of generalization. Fur-
thermore, the proposed method which simutalenoues takes
realism and diversity into consideration demonstrates su-
perior generalization performance on both synthetic and
real rain data, further confirming the effectiveness of the
PCGNet.
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Clean Image Diverse Generation

Figure 1. Given a clean image (the first column), we can generate diverse and realistic rainy images (the second to the fourth column) by
setting the attributes empirically.

Length VariesAngle Varies Brightness VariesReal Rain

Figure 2. SPA dataset manipulation. Given the real rainy image from SPA (the 1st column), we can precisely estimate the attributes of
the rain and manipulate similar generation results following required properties as the angle (the 2nd - 4th column), length (the 5th - 7th

column), brightness (the 8th - 10th column) attributes of rain streak vary.

3



Angle VariesReal Rain

Figure 3. FCRealRain dataset manipulation on angle attribute. Given the real rain image from FCRealRain (the 1st column), we can
precisely estimate the attribute of the rain and manipulate the similar generation results following required properties as the angle (the 2nd

- 5th column) attribute of rain streak varies.
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Length VariesReal Rain

Figure 4. FCRealRain dataset manipulation on length attribute. Given the real rain image from FCRealRain (the 1st column), we can
precisely estimate the attribute of the rain and manipulate the similar generation results following required properties as the length (the 2nd

- 5th column) attribute of rain streak varies.
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Brightness VariesReal Rain

Figure 5. FCRealRain dataset manipulation on brightness attribute. Given the real rain image from FCRealRain (the 1st column), we can
precise to estimate the attribute of the rain and manipulate the similar generation results following required properties as the brightness (the
2nd - 5th column) attribute of rain streak varies.
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Figure 6. Comparison of deraining results between original and augmented SPA datasets. The first row is the results of deraining methods
trained on the original SPA dataset, and the second row is the corresponding results of the model trained on the augmented SPA dataset by
PCGNet.
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Figure 7. Comparison for real rain removal. The ‘-O’ in the first column are the results of deraining methods with the released model for
real rain removal in the paper, and ‘-P’ in the second column are the results of the corresponding model trained on the generation results
by PCGNet, which conducts the FCRealRain as the imitative objects in the training.
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Figure 8. Comparison for real rain removal. The ‘-O’ in the first column are the results of deraining methods with the released model for
real rain removal in the paper, and ‘-P’ in the second column are the results of the corresponding model trained on the generation results
by PCGNet, which conducts the FCRealRain as the imitative objects in the training.
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