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Overview

This supplementary material provides additional details
and additional results that are not included in the main paper
due to page limitations. The list of items included are:

• Ablation study on backbone in Sec. A.

• More face tracking results in Sec. B.

• Summarizing the difference of existing methods in
Sec. C.

• More qualitative comparison results with existing
methods in Sec. D.

• Video demo. (separate file: video-demo.mp4)

A. Ablation Study on Backbone Structure

We have tested some variants of TokenFace by chang-
ing the backbone ViT structure and listed the comparison
in Table S-1. As same as the ablations studies in the main
paper, we use validation set of the NoW dataset [6] to eval-
uate the reconstruction performance. We can see that, gen-
erally, using larger ViT can lead to lower reconstruction er-
ror. Our method is also compatible with ViT accelaration
method like ToMe [1] module, which improves the training
and inference speed of the model by aggregating similar to-
kens together through a matching algorithm. In our main
paper, we use TokenFace (ViT Base) to report the results.

B. Face Tracking Results

As extension of the face-tracking comparison experi-
ments in our main paper, we conduct two additional tests,
which are presented in Fig. S-1. TokenFace produce more
accurate estimation than ResNet method and TokenFace
with temporal modeling (TokenFace-T) can further improve
the performance.
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Figure S-1. Visualization of face tracking error on a video clip.
We calculate the photometric error. TokenFace–T denotes Token-
Face with the temporal module.

C. More Comparisons with other methods

We summarize the difference of training dataset types
and reconstructed properties of different methods in Ta-
ble S-2. We also list their reconstruction performance again
in the table. As can be seen, we are the only method which
utilize hybrid 2D and 3D dataset and get the best perfor-
mance. The latest method MICA [7] use 3D metrical data
but can only predict shape parameters.



Model Name Params / M FLOPs / G Calculation Speed / fps Reconstruction Error
Median Mean Std

ResNet-50 47.54 9.19 53.7 1.19 1.47 1.25
TokenFace (ViT Tiny) 31.67 7.08 58.2 1.12 1.39 1.17
TokenFace (ViT Small) 52.24 9.17 42.9 0.97 1.28 1.02
TokenFace (ViT Base) 126.82 21.65 14.5 0.79 0.99 0.85

TokenFace (ViT Base) + ToMe [1] 119.93 19.37 17.7 0.81 1.01 0.87

Table S-1. Ablation study on backbone structure. It can be seen that the change of backbone brings an increase in the number of
parameters and computation, but the structure still outperforms ResNet50 under the same conditions, and at the same time, the ToMe
module plays an important role in accelerating the reconstruction.

Method Training Data Reconstructed Param. Reconstruction Error
2D 3D Median Mean Std

Deep3DFaceRecon[Pytorch] [2] ✓ S, E, J, C, T, L 1.20 1.52 1.28
3DDFA-v2 [4] ✓ S, E, J, C, T, L 1.30 1.85 1.41

DECA [3] ✓ S, E, J, C, T, L 1.18 1.46 1.25
MICA [7] ✓ S 0.90 1.11 0.92

TokenFace (Ours) ✓ ✓ S, E, J, C, T, L 0.79 0.99 0.85

Table S-2. Comparison with the existing 3D face reconstruction methods. The six facial parameters are S (shape), E (expression), J
(jaw pose), C (camera pose), T (texture), and L (lighting).

D. Qualitative Comparisons
More visual comparison of the 3D reconstruction results

of different methods can be found in Figure S-2. These ex-
amples are from IMDB-WIKI [5], a dataset from film and
TV containing wider range of different human races, ages,
poses, expressions, and occlusions than other face dataset.
Despite the increased complexity of this dataset, TokenFace
still produces consistently accurate reconstruction results,
demonstrating remarkable generalization ability.
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Figure S-2. Visual comparison of 3D face reconstruction quality of ours and some other representative methods in IMDB-WIKI
Datset[5]. From top to bottom are input image, Deep3DFaceRecon [2], 3DDFAv2 [4], DECA [3], and TokenFace (Ours).


