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In this supplementary material, we rst provide the pre-
liminaries of soft-DTW and Brownian bridge process in
Appendix A. Then, we give more ablation studies on the
optimization objective in Appendix C. Next, we present
the visualization of cross-modal sequence alignment in Ap-
pendix B. Last, we present more qualitative results on the
downstream tasks in Appendix D.

A. Preliminaries
A.1. Soft-DTW

Soft Minimum. The soft minimum operation using a log-
sum-exp technique:
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Then we ge the soft minimum equation for DTW:

mins(d1,d2, ...,dn) = −λ log
n

i=1

e
−di
λ , (2)

where 0 < λ is a parameter for smoothness.

Differentiation. Given two sequences x,y, their distance
matrix is denoted as∆(x,y) := [δ(xi, yj)i,j ]  Rn×m, the
binary matrix is Sn,m ⊂ 0, 1n×m, a typical alignment
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matrix is S  Sn,m. The objective of soft-DTW can be
written as:

dtwλ(x,y) = minλ ⟨S,∆(x,y)⟩,S  Sn,m
= −λ log



S∈Sn,m

e−⟨S,∆(x,y)⟩λ (3)

Differentiation of soft-DTW can be derived by chain rule:

xdtwλ(x,y) = (
∂∆(x,y)

∂x
)TEλ[S], (4)

where Eλ[S] := 1
kλ
GA(x,y)


S∈Sn,m

e−⟨S,∆(x,y)⟩λS, is the

average binary matrix S, kλGA(x,y) is the kernel interpreted
by the normalization constant of pλ ∝ e−⟨S,∆(x,y)⟩λ.

A.2. Brownian Bridge Process
A Brownian bridge process is a special form of stan-

dard Brownian motion. We rst introduce the two important
properties of the standard Brownian motion B(t) : t ≥ 0:

B(t+ τ)−B(τ) : t ≥ 0, τ > 0

1
c
B(c2t) : t ≥ 0, c ̸= 0

(5)

Equation one indicates the Markov property and equation
two is the property of self-similarity. Given a standard
Brownian motion Bt : t ≥ 0, the probability distribu-
tion Xt = Bt − tB1, Xt ∼ N(0, t(1 − t)). The Brown-
ian bridge process can be dened as Xt : 0 ≤ t ≤ 1.
We next prove that it is a conditional stochastic process
Bt : 0 ≤ t ≤ 1B1 = 0:

P (Bt ≤ xB1 = 0) =P (tB̂1t ≤ xB̂1 = 0)

P (t(B̂1t − B̂1) ≤ x)
(6)

where t(B̂1t − B̂1) ∼ N(0, t(1− t)). Based on this,

Xt
d
= t(B̂1t − B̂1)

(BtB1 = 0)
(7)



We can draw a conclusion that the Brownian bridge is a
conditional stochastic process.

B. Cross-modal Sequence Alignment
We provide two visualization examples of cross-modal

sequence alignment via soft-DTW in Figure 1, which are
randomly selected from the ActivityNet val set. For con-
venient observation, we have normalized the similarity to
[0, 1]. As shown in the gures, the value of the main diag-
onal of the similarity matrix is the largest in its respective
rows and columns. That is to say, semantic alignments are
achieved via the minimum cost path of soft-DTW.More im-
portantly, the similarity decreases gradually along the time
direction, which demonstrates that the learned model can
grab the temporal dynamics within the sequence.

C. More Ablation Studies
The following ablation studies are evaluated by

Paragraph-Video Retrieval on MSR-VTT denoted as
PVR(R@1), Video Question-Answering on MSR-VTT de-
noted as VQA (Acc.), Video Moment Retrieval on Activi-
tyNet denoted as VMR (R@07

1 ). We use all data pairs of
LF-VILA-8M for pre-training in those ablation studies.

To demonstrate the advantages of soft-DTW for cross-
modal sequence alignment, we have used InfoNCE to pre-
train our model, which forces representations of video-
text pairs to be close. Our TCP outperforms the InfoNCE
baseline on all tracks with similar computing resources, as
shown in Table 1.

Objective #PT Time PVR(R@1) VQA (Acc.) VMR (R@07
1 )

InfoNCE 75h 34.8 61.4 24.9
TCP 76h 38.5 80.8 28.4

Table 1. Comparison with InfoNCE baseline.

We further explore the effect of each component in the
proposed TCP in the Table 2. As we have mentioned before,
solely training with the soft-DTW cost encounters trivial so-
lutions, thus resulting in poor performance. Here we further
conclude that focusing only on inherited dynamics (e.g., Pw
Reg.) without semantic alignment also fails to achieve sat-
isfactory results.

soft-DTW Pw Reg. PVR(R@1) VQA (Acc.) VMR (R@07
1 )

✓ ✗ 28.7 51.2 18.6
✗ ✓ 32.1 54.3 22.7
✓ ✓ 38.5 80.8 28.4

Table 2. Ablation studies on components of pre-training objective.

Hyper-parameters. We conduct ablation studies on the
smoothness parameter λ in soft-DTW, and the weight of
sequence modeling η in the optimization objective. The re-
sults are shown in Table 3. We evaluate on MRS-VTT test

λ η PVR (R@1) VQA (Accuracy)
0.1

1.0
24.1 68.7

0.5 27.8 80.8
0.9 25.6 74.2

0.5
0.5 25.4 77.6
1.0 27.8 80.8
2.0 26.7 78.2

Table 3. Ablation studies of smoothness parameter λ and the
weight of sequence modeling η. PVR represents the paragraph-
to-video retrieval task.

set with two downstream tasks: paragraph-to-video retrieval
denoted as PVR and video question answering denoted as
VQA. The results show that λ = 0.5 and η = 1 are optimal.
TCP is sensitive to λ. Too low values lead to signicant per-
formance degradation both on PVR and VQA. By compari-
son, TCP is less sensitive to η. Nevertheless, an appropriate
value is also necessary.

D. More Qualitative Results
Video Retrieval. A visualization example of video re-
trieval via soft-DTW is shown in Figure 2, which is ran-
domly selected from the MRS-VTT test set. As shown in
the gure, the Top-5 retrieved videos share similar content:
‘sing’. The most condent matching video contains all the
key information in the text description.

VideoMoment Retrieval. Two visualization examples of
video retrieval are given in Figure 3, which are randomly
selected from the ActivityNet val set. As shown in the g-
ure, the similarity curve is signicantly higher in the ground
truth than in other places, which shows that our method can
approach the results obtained by the temporal grounding
method 2D-TAN only via similarity calculation.

Video Question-Answering. Two visualization examples
of video question-answering are given in Figure 4, which
are randomly selected from the MRS-VTT test set. The rst
example is the correct answer. We can see that the text de-
scription selected by the model is very consistent with the
video content as a query. The model can exclude the inter-
ference of other options, even if some of them match the
video content. The second is an example of the wrong an-
swer. It can be seen that the answer chosen by the model is
similar to the video query to a certain extent. The answer is
relatively broad. Although it cannot completely express the
video content, there are no obvious errors. This also shows
that our model has strong semantic generalization ability
from the side.



Figure 1. Visualization of cross-modal sequence alignment. The red line indicates the minimum cost path of soft-DTW.

Figure 2. Visualization of video retrieval. The query on the top is a text description of a video. The ve rows represent the Top-5 retrieved
videos via soft-DTW cost directly. Ground truth is highlighted with green borderlines.



Figure 3. Two visualization examples of video moment retrieval. The query on the top is a text description of a video. The last block
records the video clips similarity curve between video clips and the sentence query.

Figure 4. Two visualization examples of video question-answering. The query on the top is a video. The ve rows represent the given
candidates. Ground-truth is highlighted in bold and the prediction is denoted with✓.


