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In this supplementary material, we introduce the train-
ing loss of MRefSR in Sec. 1. And we provide the full-
resolution comparison (corresponding to Figure 1 in the pa-
per) of C2-Matching [2] and our MRefSR in Sec. 2. Then,
we present more data samples of LMR in Sec. 3. At last,
we show more qualitative results in Sec. 4.

1. Loss Functions
Our generative objective is formulated as

LG = λrecLrec + λperLper + λadvLadv , (1)

where λrec, λper and λadv are weight coefficients, assigned
1, 10-4 and 10-6.
Reconstruction loss. We adopt ℓ1-norm to calculate loss
between the ground-truth image XHR and the output image
XSR , as

Lrec = ∥XHR −XSR∥1 . (2)

Perceptual loss. Our perceptual loss is defined as

Lper = ∥ϕ(XHR)− ϕ(XSR)∥F , (3)

where ϕ indicates the features obtained at the ReLU5 1
layer of the pretrained VGG19 model [4], and ∥ · ∥F de-
notes the Frobenius norm.
Adversarial loss. Our adversarial loss Ladv is expressed as

Ladv = −E[D(XSR)] , (4)

where D(x) is the probability of x being a real HR image,
predicted by the discriminator D.

The training objective for D is

LD = E[D(XSR)]− E[D(XHR)]

+ λpE[(∥∇X̂D(X̂)∥2 − 1)2] ,
(5)

*Work done during an internship at Baidu Inc.

in which the last term is a penalization term of gradient
norm and X̂ is the random convex combination of XSR and
XHR.

As is common for training the generative adversarial net-
works [1], we alternate one step between training our SR
network and the discriminator.

2. Full-resolution visual comparison of C2-
Matching [2] and our MRefSR

Figure 1 is the full-resolution version of Figure 1 in the
paper. It can be seen that our MRefSR effectively utilizes
information from multiple reference images to produce vi-
sually pleasing details.

3. More Training Samples of LMR

In Figure 2, we present more examples of our LMR train-
ing dataset. It can be observed that our dataset is con-
structed with various scene contents and different levels of
similarity.

4. More Visual Comparisons

In this section, we provide more visual results among the
proposed MRefSR and the current top-performing methods,
such as ESRGAN [5], MASA [3], and C2-Matching [2].
Figures 3 and 4 show comparison results on the testing sets
of CUFED5 and LMR, respectively. As shown in the fig-
ures, our model has good generalization performance in var-
ious scenes such as faces, buildings, animals, landscapes,
texts, etc. Clearly, the results of our MRefSR exhibit far
more realistic textures than other methods.
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Figure 1. Visual comparison of single-reference training RefSR method C2-Matching [2] and our multi-reference training MRefSR. Our
MRefSR can more fully utilize arbitrary number of multiple reference images to achieve the best results. This figure is best viewed by
zoom-in.
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Figure 2. Examples from our LMR training dataset. From left to right, there is one target image, one high-similarity (H) reference image,
two medium-similarity (M) reference images, and two low-similarity (L) reference images.
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Figure 3. Qualitative comparisons on the testing set of CUFED5.
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Figure 4. Qualitative comparisons on the testing set of LMR.


