# Perceptual Artifacts Localization for Image Synthesis Tasks Supplementary Materials 

## A. Details on Data Labeling

We have discussed about the overall data labeling and statistics in the main paper. Here, we added more details regarding the data labeling.

Labeling Criterion Labeling perceptual artifacts is a highly subjective task, and therefore different workers may have varying opinions on which regions should be considered as 'artifacts'. We instruct the workers to keep a specific criterion in mind while labeling, which is to imagine that we have a perfect artifact-fixing model that can correct any marked region. Hence, if a worker believes that any region in the image can be enhanced or refined, they should mark those regions accordingly.

User Interface We use a labeling interface similar to the one used in [15], where we duplicate the generated image and stitch the copies side-by-side. During labeling, workers can identify perceptual artifacts on the right side of the image and refer to the 'unmarked' image on the left side as a reference.

Visualization of Labels We show more visualization of the perceptual artifacts labels in Fig 2.

## B. Implementation Details

Training Details of PAL Models We implement our PAL model using the Swin-L as the backbone, UperNet as the head with a loss weight of 1.0 , and a FCN auxiliary head with a loss weight of 0.4 . During training, we use random crop with max cutout ratio of 0.75 , and random flip with a probability of 0.5 . Our code implementation is based on MMSegmentation ${ }^{1}$.

Code Resources for Data Generation We use the official github repos to generate the images for each synthesis tasks. The StyleGAN 2 images from domain ffhq, afhqdog, afhqcat, and afhqwild are generated using the official NVIDIA StyleGAN repo ${ }^{2}$. For StyleGAN 2 human images, we use the StyleHuman repo ${ }^{3}$. For unconditional generation with Latent-Diffusion Model (LDM), we use the

[^0]code from ${ }^{4}$. We generate Anyres GAN images using ${ }^{5}$, and super resolution with Real-ESRGAN ${ }^{6}$. For Edge-toImage and Mask-to-Image, we use the same diffusion-based model PITI ${ }^{7}$ but different checkpoints. For DALL-E 2 text-to-image synthesis and inpainting, we use the OpenAI API ${ }^{8}$. For Stable Diffusion, we use the v1.4 checkpoint from
${ }^{9}$ for text-to-image synthesis, and v1.5 checkpoint from ${ }^{10}$ for inpainting. We use official latent composition repo ${ }^{11}$ for image composition synthesis. Finally, we directly use the synthesized images from repo ${ }^{12}$ for virtual try-on task and repo ${ }^{13}$ for portrait shadow removal. For other inpainting models used in artifacts fixing pipeline, we use official LaMa github repo ${ }^{14}$, and official CoMod-GAN github repo ${ }^{15}$.

Prompt for Text-based Inpainting Text-based diffusion inpainting requires additional text prompt besides the image and mask inputs. In this section, we discuss how we decide the fixed text prompts for each type of generated images. Generally, we use "a person's face" as the text prompt for all facial images generated by StyleGAN2 [5] and LDM [8], and use "a person" for all human images in StyleGAN2 human and virtual try-on task. For LDM LSUN bedroom images, we just use "bedroom" as the text prompt. For the rest of in-the-wild images, we use "photograph of a beautiful empty scene, highest quality settings" as the fixed text prompt, which is the default option used in Stable Diffusion inpainting.

Selecting Multimodal Outputs As text-based inpainting models, i.e. DALL-E 2 [7], have multimodal outputs, we select the final output image based on the Perceptual Artifacts Ratio (PAR), which has some correlation with hu-

[^1]man judgement as described in section 5 of the main paper. Specifically, suppose we have $N$ multimodal outputs, we denote the candidate images as $I_{i}$, where $i=1, \ldots, N$. We compute the PAR scores for each image, which is denoted as $P A R\left(I_{i}\right)$. The finally selected output image is determined by $\operatorname{argmin}_{i} P A R\left(I_{i}\right)$.

## C. Statistical Analysis of User Study

We conduct user studies to evaluate whether the artifacts fixed images are better, same, or worse the original generated images. We perform statistical hypothesis testing using a null hypothesis that the mean of preferences is zero, where the preference is -1 if the original image was preferred, 0 if no preference, and +1 if the artifacts-fixed image was preferred. We use a one sample permutation $t$ test with $10^{6}$ permutations. If we combine all user votes into a single list, the null hypothesis is rejected with $p=0$. If we run a test per task, using Holm-Bonferroni correction and a familywise error rate of 0.05 , we find the null hypothesis is rejected for every task except super-res, text-to-image, and shadow removal. This indicates that for 6 out 10 tasks and for the combination of all user votes across tasks, there is a significant preference, which per our data is the artifacts fixed image.

## D. More Qualitative Results

In this section, we show more visualization results.

## D.1. PAL and Artifacts Fixed Results

We show more qualitative results of perceptual artifacts segmentation and artifacts fixed results for ten synthesis tasks. These visual results are shown in Fig 3 - 12. In each example, first image is the generated image with perceptual artifacts localization (PAL), which is indicated by the pink mask. The second image is the original generated image, and the third is the corresponding artifacts fixed image using the predicted PAL. We put the original and artifacts refined images side-by-side for more direct visual comparison.

## D.2. The Choices of Inpainting Models

In this paper, we mainly use CoMod-GAN [17], LaMa [10], and DALL-E 2 inpainting [7] in our artifacts fixing pipeline, as discussed in section 4 in the paper. In this section, we show ablation studies on how different inpainting models can be used to fix the perceptual artifacts in different cases. As shown in Figure 14, for face inpainting, CoModGAN trained on FFHQ [4] face dataset produce more realistic results than the CM-GAN [18], and has similar performance to DALL-E 2 inpainting. Since CoMod-GAN has faster inference speed than DALL-E 2 by a order of magnitude, we choose CoMod-GAN for general face inpainting cases. For other in-the-wild inpainting cases, as shown in

Figure 13, we observe that GAN-based models LaMa and CM-GAN have reasonably good performance on the relatively easy cases, such as the first two rows. However, when the images are under perspective ( $3{ }^{\text {rd }}$ row) or involve object completion ( $4^{\text {th }}$ and $5^{\text {th }}$ rows), diffusion-based models generally produce much better results. Within diffusionbased models, DALL-E 2 produce much more realistic details than Stable Diffusion inpainting [8] with v 1.5 checkpoint. Therefore, we use LaMa for the easy background inpainting in tasks like Anyres GAN [1], and DALL-E 2 for the rest of tasks with complex scene or object completion.

## D.3. Zoom-in Effect on Inpainting

In the main paper, we discuss that diffusion-based models, i.e. DALL-E 2 [7], systematically struggles to generate high-fidelity object details, such as faces and hands. Here, we show more qualitative results. Inspired by this insight, we further propose a 'zoom-in' inpainting pipeline that can fix the perceptual artifacts in the object detail level. As show in Figure 16, we can see that this zoom-in inpainting pipeline can significantly refine the object details and outperform naively inpainting using the full images and masks. More detailed comparisons on hands and faces are illustrated in Figure 15. In this work, we use the fixed text prompt for all the patches, but more tailored text prompt for the individual cropped patch should theoretically improve the visual quality, which we leave as future work.

## E. SDEdit for Perceptual Artifacts Fixing

Using inpainting methods to fix the perceptual artifacts might not be ideal for certain synthesis tasks, since it could change too much of the original generated image identity. We also explore an alternative approach SDEdit [6], which enables stroke-based editing using a diffusion model generative prior DDIM [9]. In the implementation, we convert the pixels in the perceptual artifacts region into stroke painting by RTV smooth algorithm [13], and then run SDEdit to re-generate pixels in the artifacts region. As shown in Figure 1, SDEdit preserves more image identity with respect to the original generation, but underperforms DALL-E 2 inpainting [7] in terms of realism. SDEdit also has a hyperparameter that controls the tradeoff between realism and faithfulness (identity preservation), and this can be adjusted for different tasks. In this work, we showcase the usage of SDEdit with DDIM trained on LSUN Church dataset. To apply this in the wild, we might either need to re-train DDIM in larger diverse dataset or integrate SDEdit with other diffusion-based models, i.e. Stable Diffusion [8], and we leave this as future work.


Figure 1. Qualitative comparison between SDEdit [6] and DALLE 2 inpainting [7] for artifacts fixing. In general, we can see that SDEdit preserves more image identity (more similar to the original synthesis), while DALL-E 2 inpainting produces better realism.
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Figure 2. A sampled visualization of our labeled perceptual artifacts dataset in diverse synthesis tasks and domains. Note that if there is no mask in the image, it indicates that workers do not think there are any artifacts in the generated image.


Figure 3. More qualitative results for perceptual artifacts localization (PAL) prediction and the artifacts fixed images for StyleGAN [5]. Left: original generated image with PAL prediction. middle: original generated image. right: artifacts fixed/refined generated image.


Figure 4. More qualitative results for perceptual artifacts localization (PAL) prediction and the artifacts fixed images for Latent Diffusion Model [8]. Left: original generated image with PAL prediction. middle: original generated image. right: artifacts fixed/refined generated image.


Figure 5. More qualitative results for perceptual artifacts localization (PAL) prediction and the artifacts fixed images for super resolution with Real-ESRGAN [12].


Figure 6. More qualitative results for perceptual artifacts localization (PAL) prediction and the artifacts fixed images for Edge-to-Image translation with PITI [11].


Figure 7. More qualitative results for perceptual artifacts localization (PAL) prediction and the artifacts fixed images for Mask-to-Image translation with PITI [11].


Figure 8. More qualitative results for perceptual artifacts localization (PAL) prediction and the artifacts fixed images for Anyres GAN [1].
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Figure 9. More qualitative results for perceptual artifacts localization (PAL) prediction and the artifacts fixed images for Text-to-Image synthesis with DALL-E 2 [7].


Figure 10. More qualitative results for perceptual artifacts localization (PAL) prediction and the artifacts fixed images for virtual try-on with [3].


Figure 11. More qualitative results for perceptual artifacts localization (PAL) prediction and the artifacts fixed images for latent composition [2].


Figure 12. More qualitative results for perceptual artifacts localization (PAL) prediction and the artifacts fixed images for Portrait Shadow Removal [16]. Please zoom in to see the detailed comparisons.


Figure 13. An ablation study on how four different state-of-the-arts inpainting models, including LaMa [10], CM-GAM [14], Stable Duffion [8], and DALL-E 2 [7], could fix the perceptual artifacts in types of generated images using our PAL prediction as the inpainting masks.


Figure 14. An ablation study on how inpainting models work on face artifacts removal. Note that CM-GAN [18] and DALL-E 2 [7] are not tailored for face inpainting, while CoMod-GAN [17] is trained on the FFHQ [4] dataset for face inpainting specifically.


Figure 15. More qualitative results showing that DALL-E 2 inpainting [7] and Stable Diffusion [7] tend to generate less perceptual artifacts when zooming in around the object region, such as faces and hands. We show that our PAR scores, which are placed at the top left corner of the images, can be used to quantify this observation and confirm our insight.


Text Prompt: A boy at age of 10 on the skateboard in time square.

Figure 16. Qualitative comparison between naive inpainting and zoom-in inpainting for fixing perceptual artifacts in text-to-image outputs. In the above examples, we use DALL-E 2 [7] for both text-to-image generation and inpainting. Naive inpainting could fix certain artifacts compared to the original synthesis, but still struggles to generate high-fidelity object details. In contrast, zoom-in inpainting pipeline produces much more realistic object details.
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