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1. Detailed Results

We provide detailed results of experiments to analyze
our proposed framework and strategy.

1.1. Main results

In Table 3a, 3b and 3c, we provide detailed results of
our proposed strategy for the datasets Office-31, Office-
Home and VisDA-C with co-learning networks: ResNet-
50, ResNet-101, ConvNeXt-S, Swin-S, ConvNeXt-B and
Swin-B, where S and B denote the small and base ver-
sions of the architectures, respectively. In general, co-
learning with the more recently-released ConvNeXt and
Swin networks achieves better adaptation performance than
co-learning with the ResNets. In particular, co-learning
with Swin-B has the best target accuracy in most cases.

In addition, we find that even networks with poor feature
extraction ability, such as AlexNet, can provide useful fea-
tures to improve performance when target style is similar to
ImageNet. Co-learned with AlexNet, SHOT and SHOT++
overall Office-Home accuracy (71.9% and 72.7%) is little
changed at 71.8% (| 0.1%) and 72.7% . However, 5
out of 12 domain pairs improved by 0.1-1% and 0.1-1.2%
especially when target is Product or Real World.

1.2. Further analysis on co-learning with pre-
trained networks

Pre-trained model branch. We experiment with differ-
ent updates to the pre-trained model branch using a sub-
set of domain pairs from Office-Home dataset in Table 1.
We choose to update no component or different compo-
nent(s) of the pre-trained network, such as feature extrac-
tor, weighted nearest-centroid-classifier (NCC) and a linear
1-layer logit projection layer inserted after NCC. Finetun-
ing just the classifier achieves the best result overall. Co-
learning depends on the two branches providing different
views of classification decisions. Finetuning the feature ex-
tractor or projection layer risks pre-trained model predic-
tions converging too quickly to adaptation model predic-
tions.

Feat. extr. Classifier Projection A - C A - P A — R Avg

59.4 83.8 86.5 76.6
59.6 82.6 86.4 76.2
60.3 84.9 86.4 772
59.7 86.3 8§7.1 1717
59.5 85.9 872 775
59.5 84.1 86.5 76.7
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Table 1: Co-learning experiments on the component fine-
tuned in pre-trained model branch on Office-Home, with
ImageNet-1k ConvNeXt-S in pre-trained model branch.

Centroid computation A - C A - P A - R Avg

All samples 59.7 86.3 87.1 717
Partial samples 59.1 86.1 87.0 774

(a) Samples used to estimate class centroids in classifier: all sam-
ples versus only samples pseudolabeled by MatchOrConf

# Iterations A - C A - P A - R Avg

1 59.7 86.3 87.1 717
2 58.2 85.5 87.2 770
3 57.7 85.9 86.6 76.7

(b) Number of iterations to estimate class centroids in classifier

Table 2: Co-learning experiments on the weighted nearest-
centroid classifier in pre-trained model branch on Office-
Home, with ImageNet-1k ConvNeXt-S in pre-trained
model branch.

We also experiment with the computation of weighted
nearest-centroid-classifier (NCC) in the pre-trained model
branch in Table 2. In Table 2a, we find that class centroids
in the NCC classifier should be estimated using all samples,
instead of only pseudolabeled samples, to better represent
the entire target data distribution. Table 2b shows that refin-
ing class centroids iteratively (as in k-means) is not benefi-
cial, as the model predictions used for centroid estimation
have inaccuracies and increased iterations can reinforce the
bias that these inaccurate predictions have on the resulting



centroids.

Pseudolabel proportion. Figure | plots the proportion
of pseudolabeled samples on target domains after co-
learning with different ImageNet pre-trained feature extrac-
tors. Overall, the percentage of samples pseudolabeled is
96.4% to 100% in Office-31, 91.8% to 98.7% in Office-
Home with percentage above 94% in most cases, and 90.5%
to 92.5% in VisDA-C. Samples are not pseudolabeled if
the two model branches have the same confidence level and
disagree on the class prediction. This disagreement rate is
comparatively higher when the target inputs are more differ-
ent from both source and ImageNet inputs, such as Amazon
product images in Office-31 and Clipart images in Office-
Home.

1.3. Further discussion on characteristics of pre-
trained networks

We provide detailed results on the study of preferred fea-
ture extractor characteristics for co-learning.
Oracle target accuracy versus ImageNet-1k accuracy.
We plot the relationship of ImageNet-1k top-1 accuracy and
average oracle target accuracy attained by pre-trained fea-
ture extractors for each dataset in Figure 2, and list the per-
domain values in Table 4. Oracle target accuracy is com-
puted by fitting a nearest-centroid-classifier head on each
pre-trained feature extractor using fully-labeled target data.
In general, higher ImageNet-1k top-1 accuracy corresponds
to higher oracle target accuracy. However, there are ex-
ceptions. For instance, Swin-B has lower ImageNet-1k ac-
curacy than ConvNext-B (83.5% vs. 83.8%), but higher
oracle accuracy for all target domains tested. Despite be-
ing trained on the same ImageNet-1k and achieving similar
ImageNet-1k performance, the feature extractors learn dif-
ferent features due to differences in architecture and train-
ing schemes. While ConvNeXt-B may be more robust to
small amounts of input distribution shift due to train-test
data splits, Swin-B may be more robust to larger cross-
dataset covariate shift and more compatible with the target
domains tested.
Adapted model accuracy versus oracle target accuracy
We also plot the relationship of average oracle target accu-
racy of pre-trained feature extractors and the performance
of adapted model after co-learning on target domains in
Figure 2. In general, a pre-trained feature extractor with
higher oracle target accuracy benefits co-learning as it is
more capable of correctly pseudolabeling the target sam-
ples, and consequently results in higher adapted model per-
formance. For instance in Table 5, by using ResNet archi-
tectures for co-learning in the pre-trained model branch, we
see that the larger and more powerful ImageNet ResNet-
101 typically results in higher adapted model performance
than ImageNet ResNet-50. There are also exceptions to
this correlation. With the same ResNet-50 architecture, al-

though source ResNet-50 has higher oracle accuracy than
ImageNet ResNet-50 in some source-target domain pairs
(e.g. Office-31 A —» D, A — W, W — D; Office-Home
A — R, P — C, R — A), the latter results in equal or
higher adapted model performance. The ImageNet feature
extractors benefit co-learning as they provide an additional
view of features and classification decisions different from
the source feature extractor already in the adaptation model
branch.
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Figure 1: Proportion of pseudolabeled samples after co-learning with ImageNet- 1k pre-trained feature extractor.
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(c) Office-Home: Oracle target accuracy
versus ImageNet-1k accuracy
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(e) VisDA-C: Oracle target accuracy
versus ImageNet-1k accuracy
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(d) Office-Home: Accuracy after co-
learning versus oracle target accuracy
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(f) VisDA-C: Accuracy after co-learning
versus oracle target accuracy

Figure 2: Performance evaluations of ImageNet-1k feature extractors. Oracle target accuracy of ImageNet- 1k feature extrac-
tor, and accuracy of adapted model after co-learning with the feature extractor, are evaluated on dataset target domains.
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Method Office-31
A—-D A—-W D—-A D->W WA W=D Avg

Source Only 81.9 78.0 59.4 93.6 63.4 98.8 79.2
Co-learn (w/ Resnet-50) 93.6 90.2 75.7 98.2 72.5 99.4 88.3
Co-learn (w/ Resnet-101) 94.2 91.6 74.7 98.6 75.6 99.6 89.0
Co-learn (w/ ConvNeXt-S) 96.6 92.6 79.8 97.7 79.6 99.4 91.0
Co-learn (w/ Swin-S) 96.8 93.3 79.2 98.7 80.2 99.6 91.3
Co-learn (w/ ConvNeXt-B) 97.8 96.6 80.5 98.5 79.4 99.6 92.1
Co-learn (w/ Swin-B) 97.4 98.2 84.5 99.1 82.2 100.0 93.6
“sHOTT[I] 950 904 752 989 728 998 887
w/ Co-learn (w/ ResNet-50) 94.2 90.2 75.7 98.2 74.4 100.0 88.8
w/ Co-learn (w/ ResNet-101) 96.4 90.7 77.0 98.2 75.5 99.8 89.6
w/ Co-learn (w/ ConvNeXt-S) 95.2 91.4 71.5 98.9 76.4 100.0 89.9
w/ Co-learn (w/ Swin-S) 95.2 91.6 71.7 98.5 76.8 99.6 89.9
w/ Co-learn (w/ ConvNeXt-B) 95.8 92.8 77.2 98.4 76.4 100.0 90.1
w/ Co-learn (w/ Swin-B) 95.8 95.6 78.5 98.9 76.7 99.8 90.9
CSHOT++ 2] 956 908 760 982 746 1000 892
w/ Co-learn (w/ ResNet-50) 95.0 90.7 76.4 97.7 74.9 99.8 89.1
w/ Co-learn (w/ ResNet-101) 95.2 90.7 713 98.4 76.1 99.8 89.6
w/ Co-learn (w/ ConvNeXt-S) 96.0 91.8 77.1 98.4 77.1 100.0 90.1
w/ Co-learn (w/ Swin-S) 96.8 93.0 78.2 98.7 774 100.0 90.7
w/ Co-learn (w/ ConvNeXt-B) 96.0 91.6 77.2 99.0 76.9 100.0 90.1
w/ Co-learn (w/ Swin-B) 96.6 93.8 79.8 98.9 78.0 100.0 91.2

(a) Office-31: 31-class classification accuracy of adapted ResNet-50

Method Office-Home

A—-C A—-P AR C—-A C—-PC—-R P—-A P-CP—-R R—-A R—-C R—>P Avg
Source Only 435 67.1 74.2 515 62.2 63.3 51.4 40.7 73.2 64.6 45.8 776  59.6
Co-learn (w/ Resnet-50) 51.8 78.9 81.3 66.7 78.8 79.4 66.3 50.0 80.6 71.1 53.7 81.3  70.0
Co-learn (w/ Resnet-101) 54.6 81.8 83.5 68.6 79.3 80.4 68.7 52.3 82.0 724 57.1 84.1 721
Co-learn (w/ ConvNeXt-S) 59.7 86.3 87.1 75.9 84.5 86.8 76.1 58.7 87.1 78.0 61.9 872 714
Co-learn (w/ Swin-S) 56.4 85.1 88.0 73.9 83.7 86.1 75.4 553 87.8 71.3 58.9 879 763
Co-learn (w/ ConvNeXt-B) 60.5 85.9 87.2 76.1 853 86.6 76.5 58.6 87.5 78.9 62.4 88.8 719
Co-learn (w/ Swin-B) 69.6 89.5 91.2 82.7 88.4 91.3 82.6 68.5 91.5 82.8 71.3 921 835

'SHOTT (1] 558 796 820 674 719 719 676 556 819 733 595 840 719

w/ Co-learn (w/ ResNet-50) 56.3 79.9 82.9 68.5 79.6 78.7 68.1 54.8 82.5 74.5 59.0 83.6 724
w/ Co-learn (w/ ResNet-101) 57.2 80.6 83.5 69.1 79.1 79.9 69.1 56.5 82.3 74.8 59.9 853 731
w/ Co-learn (w/ ConvNeXt-S) 589 81.5 84.6 71.7 79.7 82.0 71.3 575 84.2 75.9 61.9 86.0 74.6

w/ Co-learn (w/ Swin-S) 589 813 845 707 801 819 698 578 837 754 610 860 743

w/ Co-learn (w/ ConvNeXt-B) 600  81.1 843 714 804 815 709 588 838 762 628 863 748

w/ Co-learn (w/ Swin-B) 617 829 853 727 805 820 716 604 845 760 643 867 757
CSHOT++[2] 570 795 826 685 795 786 683 561 829 740 598 850 727

w/ Co-learn (w/ ResNet-50) 57.7 81.1 84.0 69.2 79.8 79.2 69.1 57.7 82.9 73.7 60.1 850 733
w/ Co-learn (w/ ResNet-101) 59.4 80.5 84.0 69.3 80.3 80.5 69.8 57.7 83.2 74.2 60.4 85.6 737
w/ Co-learn (w/ ConvNeXt-S)  60.7 82.4 84.9 71.1 80.7 82.3 70.8 59.4 84.2 75.8 63.2 859 75.1

w/ Co-learn (w/ Swin-S) 60.4 81.6 84.7 71.0 80.7 81.3 71.1 57.4 84.6 75.7 61.9 858 747
w/ Co-learn (w/ ConvNeXt-B)  60.8 80.9 84.5 70.8 81.2 83.1 70.9 60.1 84.3 76.4 62.5 856 75.1
w/ Co-learn (w/ Swin-B) 63.7 83.0 85.7 72.6 81.5 83.8 72.0 59.9 85.3 76.3 65.3 86.6 76.3

(b) Office-Home: 65-class classification accuracy of adapted ResNet-50



Method VisDA-C

plane bike bus car horse knife mcycle person plant sktbrd train truck Avg

Source Only 515 153 434 754 712 68 855 188 494 464 821 54 459
Co-learn (w/ Resnet-50) 962 762 715 718 938 966 915 767 904 908 860 489 835
Co-learn (w/ Resnet-101) 96.5 789 715 757 946 958  89.1 777 905 910 8.2 515 837
Co-learn (w/ ConvNeXi-S) 97.8 897 823 813 973 978 934 669 954 960 907 565 87.1
Co-learn (w/ Swin-S) 97.8 885 847 785 968 978 933 739 949 948 912 548 872
Co-learn (w/ ConvNeXt-B) 980 89.2 849 802 970 984 936 643 956 963 904 540 868
Co-learn (w/ Swin-B) 99.0 900 842 810 981 979 949 801 948 959 944 48.1 882

SsHoti (] 953 871 79.1 551 932 955 795 796 916 895 879 560 824

w/ Co-learn (w/ ResNet-50) 955 861 763 576 932 969 834  8L1 920 905 845 607 83.1

w/ Co-learn (w/ ResNet-101) 949 848 7777 63.0 94.1 95.6 85.6 81.0 93.0 922 86.4 604 84.1
w/ Co-learn (w/ ConvNeXt-S)  95.6 89.8 822 662 942 963 85.4 82.0 92.8 91.5 86.6 593 85.1

w/ Co-learn (w/ Swin-S) 952 881 85 639 939 956 8.7 81 940 923 873 639 853
w/ Co-learn (w/ ConvNeXt-B) ~ 95.1 87.5 812 624 944 964 862 823 931 925 885 630 852
w/ Co-learn (w/ Swin-B) 960 881 81.0 630 943 959 871 818 928 919 901 605 852

CSHOT++f 21 945 885 904 846 979 986 919 818 967 915 938 313 868

w/ Co-learn (w/ ResNet-50) 975 898 864 827 978 985 92.7 83.5 97.3 90.8 97.5 367 874
w/ Co-learn (w/ ResNet-101) 979 88.6 868 86.7 979 98.6 92.4 83.6 97.4 92.5 944 325 874
w/ Co-learn (w/ ConvNeXt-S)  97.5 903 89.1 856 97.7 98.1 93.2 84.7 96.5 92.6 951 39.1 883

w/ Co-learn (w/ Swin-S) 97.6 873 868 833 979 982 92.1 84.4 97.6 90.2 947 420 877
w/ Co-learn (w/ ConvNeXt-B) 97.7 88.6 86.2 86.7 979 983 90.8 82.8 97.7 90.3 95.0 39.0 87.6
w/ Co-learn (w/ Swin-B) 98.0 911 886 832 978 978 92.0 85.8 97.6 93.2 950 435 88.6

(c) VisDA-C: 12-class classification accuracy of adapted ResNet-101

Table 3: Classification accuracy of adapted models. For proposed strategy, ImageNet-1k feature extractor used is given in
parenthesis. { denotes reproduced results.



Pre-training data Feat. extr. #Param. IN-1k Acc@1 Office-31
Amazon DSLR Webcam Avg

ImageNet-1k, then Amazon ResNet-50 26M - - 98.6 98.1 -
ImageNet-1k, then DSLR ResNet-50 26M - 80.1 - 97.7 -
ImageNet-1k, then Webcam ResNet-50 26M - 81.7 99.2 - -
ImageNet-1k ] ResNet-50  26M 761 818 982 979 926
ImageNet-1k ResNet-101 45M 77.4 834 98.8 97.9 93.4
ImageNet-1k ConvNeXt-S 50M 83.1 85.2 994 98.2 94.3
ImageNet-1k Swin-S 50M 83.0 86.2 99.0 99.4 94.9
ImageNet-1k ConvNeXt-B 8OM 83.8 86.2 99.4 98.6 94.7
ImageNet-1k Swin-B 38M 83.5 90.6 100.0 100.0 96.9

(a) Oracle target accuracy of pre-trained feature extractors on Office-31

Pre-training data Feat. extr. #Param. IN-1k Acc@1 Office-Home

Art Clipart Product Real World Avg
ImageNet-1k, then Art ResNet-50 26M - - 69.5 88.1 86.3 -
ImageNet-1k, then Clipart ResNe-50 26M - 79.3 - 86.0 83.3 -
ImageNet-1k, then Product ResNet-50 26M - 80.0 67.5 - 85.8 -
ImageNet-1k, then Real World  ResNet-50 26M - 81.8 69.1 88.1 - -

" ImageNet-1k ResNet-50  26M 761 812 655 817 8.0 ¢ 80.1
ImageNet-1k ResNet-101 45M 77.4 82.5 68.0 88.2 87.0 81.4
ImageNet-1k ConvNeXt-S S50M 83.1 86.0 72.3 91.7 89.4 84.9
ImageNet-1k Swin-S 50M 83.0 86.6 72.0 91.5 90.2 85.1
ImageNet-1k ConvNeXt-B 89M 83.8 85.7 73.4 91.4 89.2 84.9
ImageNet-1k Swin-B 88M 83.5 92.3 83.1 95.3 94.7 91.4

(b) Oracle target accuracy of pre-trained feature extractors on Office-Home

Pre-training data Feat. extr. #Param. IN-l1k Acc@1 VisDA-C
ImageNet-1k, then Synthetic ResNet-101 45M - 71.6
ImageNet-1k ResNet-50 26M 761 807
ImageNet-1k ResNet-101 45M 77.4 81.5
ImageNet-1k ConvNeXt-S 50M 83.1 84.8
ImageNet-1k Swin-S 50M 83.0 84.9
ImageNet-1k ConvNeXt-B 89M 83.8 85.0
ImageNet-1k Swin-B 88M 83.5 86.3

(c) Oracle target accuracy of pre-trained feature extractors on VisDA-C

Table 4: Oracle target accuracy of pre-trained feature extractors fitted with nearest-centroid-classifier heads learned on fully-
labeled target domain data. IN-1k Acc@1 denotes ImageNet-1k top-1 accuracy. Feature extractors above dash line are from
source models, below the dash line are from ImageNet-1k networks.



Pre-trained feat. extr. Office-31

A—-D A—-W D—-A D—-W WA W=D Avg
Source ResNet-50 92.6 89.9 74.0 96.1 73.9 99.4 87.6
ImageNet-1k ResNet-50 93.6 90.2 75.7 98.2 72.5 99.4 88.3
ImageNet-1k ResNet-101 94.2 91.6 74.7 98.6 75.6 99.6 89.0

(a) Classification accuracy of adapted ResNet-50 on Office-31

Pre-trained feat. extr. Office-Home
A—-C A—-P A—-R C—-A C—-P C—-R P—-A P—-C PR R—-A R—-C R—-P Avg
Source ResNet-50 53.9 79.0 81.3 63.5 75.6 74.1 63.7 49.8 80.1 70.5 54.8 81.4 69.0
ImageNet-1k ResNet-50 51.8 78.9 81.3 66.7 78.8 79.4 66.3 50.0 80.6 71.1 53.7 81.3 70.0
ImageNet-1k ResNet-101 54.6 81.8 83.5 68.6 79.3 80.4 68.7 52.3 82.0 724 571 84.1 72.1
(b) Classification accuracy of adapted ResNet-50 on Office-Home
Pre-trained feat. extr. VisDA-C
plane bike bus car horse knife mcycle person plant sktbrd train truck Avg
Source ResNet-101 63.6 556 680 656 840 956 89.0 65.8 82.6 49 822 258 652
ImageNet-1k ResNet-50 9.2 762 715 718 938 96.6 91.5 76.7 90.4 90.8  86.0 489 835
ImageNet-1k ResNet-101  96.5 78.9 77.5 757 94.6 95.8 89.1 71.7 90.5 91.0 86.2 515 837

(c) Classification accuracy of adapted ResNet-101 on VisDA-C

Table 5: Classification accuracy of adapted model after co-learning with ResNets.



