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In the supplementary material, we provide a supplemen-
tary video to show:

• The pipeline of the whole model as in the main paper.

• The comparison with baselines (Sec. 1).

• The effectiveness of each component in our frame-
work (Sec. 2).

• The applications of interpolating poses between differ-
ent modalities (Sec. 3).

• The applications of semantic motion generation via new
text prompt (Sec. 4).

We also give some explanations aligned with the video and
list below.

1. Comparisons with baselines
We show the results comparing to all baselines [2, 4, 5, 8].

On the TED [2] dataset, it is noticeable that HA2G [5],
Speech2Gesture [2], and Trimodal [8] generate gestures with
rhythmic patterns but lack semantic meaning. Meanwhile,
there exists unnatural arm twitching in HA2G [5]. In contrast,
our full pipeline outperforms these baselines by excelling
in both semantics and rhythm. On the Beat dataset [4], our
method shows better visual performance than the state-of-
the-art CaMN [4] that utilizes more modalities. Besides, our
approach exhibits greater diversity.

2. Individual gestures from each generator
We present the generation results of our individual gener-

ators. As shown in our video, regarding semantics, semantic-
aware generator (SAG) yields open arms for ‘many many’,
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whereas our rhythm-aware generator (RAG) merely pro-
duces waving hands in response to the audio input. However,
when the human voice is finished, the output of SAG contin-
ues moving while those of RAG become still. Thus, SAG is
capable of producing gestures with good content but poor
rhythm. As for rhythm, our RAG can generate rhythmic-
aware results with little semantics.

3. Application: Interpolating poses between two
modalities

To combine the merits of SAG and RAG, we employ
our RAG as a beat empowerment module, allowing for edit-
ing given motion by adding K steps noise first and then,
denoising it through a trained gesture diffusion model. By
adjusting the value of K, we can control the semantics and
prosody of gestures as well. Here we exhibit the results un-
der adding different noise steps K ∈ {10, 20, 50, 100}. The
leftmost one (K = 0) is the semantic-aware gesture gen-
erated from SAG. On its right, we list the edited version
of it under different inversion steps. We can observe that
when K is small (∼ 20), it exhibits both good semantics
and rhythm. As the value of K increases, the rhythm-aware
gestures dominate the result. However, if the value of K
exceeds the threshold (e.g. K > 50), the semantic gestures
will influence a little.

4. Application: Semantic gesture generation via
new text prompt

In our SAG, the motion space is well aligned with the text
space of CLIP [7]. Inspired by recent advancements in im-
age editing [3, 6] through the prompts, we can easily modify
and customize the motion in the same manner. As shown in
the supplementary video, we present the results directly ob-
tained from SAG, along with the edited outcome achieved by
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incorporating specific prompts. For instance, we can roughly
manipulate the height and range of gestures by providing the
prompts such as “high”, “down”, “many”, etc. We also show
an example that when we add the prompt like “in a confirm
attitude”, it results in a firm waving down motion. We can
also observe similar results on the BEAT [4] dataset. Please
view our supplementary video for more details.

5. Inference speed
Our two-stage system, which particularly incorporates a

diffusion model, is inherently slower during inference time
when compared with GAN-based methods.

For speed comparison, we generate a long sequence con-
sisting of 12k frames (∼800s) using each method and report
their running time in Table. 1. The speed of SAG-only is
comparable to previous methods while incorporating the dif-
fusion process (K = 20 steps) into our full system increases
the running time. Nonetheless, there are various advanced
sampling techniques for diffusion models that can be suit-
able for our method. We believe that future, more advanced
sampling techniques can benefit our full pipeline.

Methods S2G TriModal HA2G SAG Ours Full
Time(s) 2.9 3.1 10.8 5.4 42.6

Table 1. We conduct the experiment on a single RTX 3090.

6. Ablation studies on RAG
The use of MLPs is inspired by recent work on motion

prediction [1]. The 1x1 Conv is a linear layer on the tempo-
ral axis. Each MLP block adopts the skip connections, the
output from the previous MLP layer is added to the output of
its subsequent MLP layer. We choose the hyper-parameter
experimentally. Here we present detailed ablation studies on
TED in Table. 2, where our choice produces the best FGD
and Diversity score.
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Figure 1. Details of the MLP block.

# Act. FGD↓ BC ↑ Diversity↑
4 SiLU 2.152 0.656 107.988
4 ReLU 3.956 0.683 106.581
4 LReLU 5.847 0.682 105.668
4 LReLU† 6.392 0.695 104.497
2 SiLU 8.243 0.689 106.115
6 SiLU 3.047 0.623 104.880
8 SiLU 4.184 0.655 104.876

Table 2. MLP architecture ablation. LReLU and LRELU† represent
the LeakyRELU with the scope of 0.1 and 0.2, respectively. #
represents the layer of MLP in the backbone.
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