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Abstract

Watermarking and fingerprinting are two popular methods to protect intellectual property (IP) of a model. In particular, a model owner can use them to detect whether a given model is a stolen version of its model. Robustness against perturbation added to a model is a key desired property for IP protection methods. In this work, we first show that existing IP protection methods are not robust against model perturbations in the worst-case scenarios as previously thought. Second, we propose a randomized smoothing based framework that can turn a watermarking/fingerprinting method to be provably robust against model perturbations. However, a straightforward application of randomized smoothing achieves suboptimal provable robustness. To address the challenge, we propose optimization strategies to enhance provable robustness. We evaluate our framework on multiple datasets to show its provable robustness.

1. Introduction

A machine learning model represents intellectual property (IP) of a model owner since training a model often requires a large amount of human, data, and computation resources. However, an attacker can steal a model provider’s model (called target model) through different ways. For instance, via exploiting computer vulnerabilities, an attacker can compromise the computer that stores the target model and remotely steals it [31]. When the target model is deployed as a client-side application (e.g., a mobile app), an attacker can have access to the application and reverse engineer it to steal the target model [23]. When the target model is deployed as a cloud service, an attacker can steal it via repeatedly querying it [24, 26]. After stealing a target model, an attacker can further post-process (e.g., fine-tune, distill) it.

Therefore, various methods have been proposed to protect IP of a model. Given a model (called suspect model), a model owner can use these methods to detect whether it is a stolen version of its target model. Existing IP protection methods can be categorized into two groups: watermarking [3, 31], 25, 8] and fingerprinting [4, 29, 17, 20]. In these methods, a model owner picks some data points (called IP data points) and labels for them (called IP labels) based on its target model. Given a suspect model, the model owner uses it to predict the label of each IP data point and calculates a matching rate (MR) as the fraction of the IP data points, whose labels predicted by the suspect model match with the corresponding IP labels. The model owner detects the suspect model as a stolen version of its target model if MR is larger than a threshold. In watermarking, the model owner uses the IP data points and labels to augment the training data when training its target model, while in fingerprinting, the model owner extracts IP data points and labels near the classification boundary of the target model after it was trained using a standard training algorithm.

After an attacker steals a target model, the attacker can post-process it to evade detection of an IP protection method. In particular, when a post-processed version of the target model has a MR that is smaller than the detection threshold, the model owner would not detect it as a stolen version of its target model. Therefore, robustness against post-processing is a key desired property of an IP protection method, i.e., an IP protection method should still detect a post-processed version as a stolen one.

Our work: In this work, we perform a systematic study on the robustness of IP protection methods. First, we show that existing IP protection methods are not robust against post-processing in the worst-case scenarios as previously thought. Second, we propose a framework to build IP protection methods that are provably robust against post-processing even in the worst-case scenarios. Third, we propose optimization strategies to further enhance the provable robustness of our framework. Fourth, we evaluate our framework systematically on multiple datasets.

Measuring robustness of existing IP protection methods. Existing studies [2, 4] claimed that watermarking and fingerprinting are robust against post-processing. However, their claims are based on popular post-processing techniques such as fine-tuning and distillation. We find that such claim is not valid, especially in the worst-case scenarios where the IP protection method and its parameters are known to an
attacker. Specifically, we propose a post-processing method that adds a small carefully crafted perturbation to a target model, such that 1) MR of the perturbed target model is small, so existing IP protection methods cannot detect the perturbed target model as a stolen version, and 2) the perturbed target model has similar accuracy with the target model. Specifically, we formulate finding the perturbation as an optimization problem and leverage projected gradient descent to solve it. Our results on multiple datasets show that, compared to fine-tuning and distillation, existing IP protection methods are much less robust against our post-processing.

A majority vote based framework. After showing that existing IP protection methods are not robust against deliberated post-processing, we then propose a framework called IPCert to build IP protection methods that are provably robust against any post-processing even in the worst-case scenarios. Our IPCert is based on majority vote randomized smoothing [7] and can turn an existing IP protection method to be provably robust. Suppose a model owner has a target model and protects it using an existing IP protection method, which has a set of IP data points and labels. Given a suspect model, the model owner constructs multiple noisy suspect models via adding random Gaussian noises to it; for each IP data point, the model owner uses each noisy suspect model to predict its label and takes a majority vote among the predicted labels as the final predicted label; and MR is defined as the fraction of IP data points whose majority-vote predicted labels match with the corresponding IP labels. IPCert detects the suspect model as a stolen version if the MR is large enough.

Theoretically, we show that MR of IPCert for a suspect model is larger than a threshold, called certified matching rate (CMR), when the $\ell_2$ distance between the suspect model and the target model is bounded by $R$ (called perturbation bound). In other words, when the target model is perturbed by post-processing, MR for the perturbed target model (i.e., suspect model) is at least CMR no matter what perturbation is added once its $\ell_2$ norm is bounded by $R$.

Optimizing CMR. However, a straightforward application of majority vote randomized smoothing achieves suboptimal CMR as we will show in experiments. To address the challenge, we propose optimization strategies to further enhance CMR of IPCert. Specifically, for watermarking, we propose that the model owner adds Gaussian noise to the model parameters when training the target model; and for fingerprinting, we propose a method that considers robustness when selecting IP data points. Our strategies make the majority-vote label of an IP data point more likely to match with its IP label, leading to a larger CMR.

Extensive evaluation. We evaluate IPCert on multiple datasets. Moreover, we compare IPCert with median smoothing (MS) based provably robust IP protection framework [3], which is the only existing framework to build provably robust IP protection methods. First, our results show that, for watermarking, IPCert achieves much better CMR than MS, while for fingerprinting, IPCert achieves comparable CMR with MS. Second, for popular post-processing such as fine-tuning and distillation, IPCert achieves better MR than MS. Third, our results show that our optimization strategies substantially improve CMR of IPCert. Fourth, for suspect models that are non-stolen versions of a target model, both IPCert and MS achieve very small MR, which indicates that they can correctly distinguish between stolen and non-stolen models.

2. Related Work

Watermarking: Watermarking has been widely used to protect the copyrights of multimedia [28]. Many works [31, 27, 18, 14, 9, 3, 25, 21, 22, 16, 5, 11, 30] extended watermarking to protect IP of machine learning models in the past several years. Existing watermarking methods can be white-box [25] or black-box [3, 31, 2]. In white-box watermarking, a model owner embeds a watermark into the parameters of its target model when training it; and given a white-box access to a suspect model, the model owner detects it as a stolen version of the target model if the same watermark can be extracted from its parameters. In black-box watermarking, the model owner picks a set of IP data points and labels, and uses them to augment the training dataset when training the target model. Given a suspect model, the model owner just queries it to obtain its predicted labels for the IP data points and detects it as a stolen version if the MR between the predicted labels and the IP labels is large enough.

Black-box watermarking is more general than white-box watermarking since the former only needs a black-box access to a suspect model. Therefore, in this work, we focus on black-box watermarking and simply use the term watermarking unless otherwise mentioned.

Fingerprinting: The key idea of fingerprinting [4, 29, 17, 20] is that each machine learning model has a unique classification boundary. Therefore, fingerprinting extracts some IP data points near the classification boundary of the target model after it has been trained using the standard training algorithm. Moreover, the label predicted by the target model for an IP data point is treated as its IP label. Note that watermarking modifies the training process of the target model, while fingerprinting does not. Given a suspect model, fingerprinting detects it as a stolen version if it predicts the same IP labels for a large fraction of the IP data points, i.e., the suspect model has very similar classification boundary with the target model. Technically, fingerprinting finds an IP
data point $x$ via the following optimization problem [4]:
\[
\min_x \text{ReLU}(Z_i(x) - Z_j(x) + k) + \text{ReLU}(\max_{t \neq i,j} Z_t(x) - Z_i(x)),
\]
where $\text{ReLU}(\cdot)$ is the ReLU activation function, $i, j$ are randomly sampled labels, $Z_i(x)$ is the $i$th logit of the target model, and $k$ is a hyperparameter. A model owner can find multiple IP data points via solving the optimization problem using different initialized $x$ and label pairs $i, j$.

Certified robustness via randomized smoothing: Randomized smoothing [7] is a popular technique originally designed to build provably robust classifiers against adversarial examples. Specifically, given a classifier and a testing input, randomized smoothing adds random Gaussian noise to the testing input and uses the classifier to predict the noisy testing input. Randomized smoothing can be divided into majority vote smoothing [7] and median smoothing [6] depending on how to derive the predicted label of the original testing input based on the predicted label of the noisy one. For instance, majority vote smoothing constructs multiple noisy testing inputs via adding random Gaussian noise to the testing input and takes a majority vote among the predicted labels of them as the final predicted label of the original testing input.

MS framework[3] extended median smoothing to build provably robust watermarking methods for IP protection. Specifically, given a suspect model and a set of IP data points and labels of a watermarking method for a target model, they add random Gaussian noise to the suspect model to construct multiple noisy suspect models; calculate MR of the IP data points and labels for each noisy suspect model; and take the median MR among the noisy suspect models as the final MR for the original suspect model. They can show that their MR for a suspect model is larger than a threshold (i.e., CMR) when the $L_2$ distance between the target model and the suspect model is bounded. However, their method suffers from two limitations: 1) median smoothing achieves suboptimal CMR, and 2) they only studied watermarking IP protection methods. The first limitation is because median smoothing is intrinsically less robust than majority vote smoothing since the labels of an IP data point predicted by the noisy suspect models are considered independently. In particular, only one suspect model’s MR (i.e., the median MR) is considered as the final MR in median smoothing.

Ambiguity attacks to IP protection: Our work focuses on robustness of IP protection. Security against ambiguity attacks [8] is another desired property of IP protection, which is orthogonal to robustness. In particular, in an ambiguity attack, instead of post-processing a target model, an attacker constructs IP data points and labels that have a large MR for the target model. As a result, both the model owner and attacker have valid IP data points to verify the ownership of the target model, making it hard to verify the true ownership. A formal framework [1] proposed a cryptographic signature based watermarking method that is provably secure against some ambiguity attacks, and DeepIPR [8] proposed a white-box watermarking method for neural networks that is secure against ambiguity attacks.

3. Measuring Robustness of Existing Methods

We show that existing IP protection methods, including both watermarking and fingerprinting, are not robust against deliberate post-processing that adds small carefully crafted perturbations to the parameters of a target model.

3.1. Worst-case Post-processing

Formulating worst-case post-processing as an optimization problem: Suppose $\theta$ represents the parameters of a target model. An IP protection method has $n$ IP data points and labels, which we call IP dataset and denote as $D_{IP} = \{(x_1, y_1), (x_2, y_2), \cdots, (x_n, y_n)\}$. We aim to measure the robustness of the IP protection method against post-processing in the worst-case scenarios, where an attacker knows the IP protection method and its IP dataset, e.g., an insider of the IP protection system sells such information to an attacker. In particular, our post-processing aims to perturb the target model to achieve two goals: 1) MR for the IP dataset is low, and 2) the perturbed model has similar accuracy with the target model. Towards the first goal, our post-processing method adds perturbation $\delta$ to the model parameters $\theta$ such that the perturbed model $\theta + \delta$ predicts labels for the IP data points that do not match with the corresponding IP labels. Towards the second goal, we assume a validation dataset $D_v$ is available for post-processing and the perturbed model $\theta + \delta$ has a small loss (i.e., is accurate) for $D_v$. Formally, we formulate finding perturbation $\delta$ as the following optimization problem:
\[
\min L(\delta) = -\lambda \cdot \frac{1}{|D_{IP}|} \sum_{(x,y) \in D_{IP}} l(\theta + \delta, x, y) + \frac{1}{|D_v|} \sum_{(x,y) \in D_v} l(\theta + \delta, x, y),
\]
\[
\text{s.t. } ||\delta||_2 \leq R,
\]
where $l$ is a loss function (e.g., cross-entropy loss in our experiments), the first term $-\frac{1}{|D_{IP}|} \sum_{(x,y) \in D_{IP}} l(\theta, x, y)$ quantifies the first goal, the second term quantifies the second goal, $\lambda$ is a hyperparameter to balance them, and $R$ is the perturbation bound.

Solving the optimization problem via PGD: We can obtain the perturbation $\delta$ via solving the above optimization problem. For instance, we can use the popular projected gradient descent (PGD) [19] to solve the optimization problem. Specifically, the perturbation $\delta$ is initialized to be 0. In each iteration, we compute the gradient of the objective function
with respect to $\delta$ and move $\delta$ towards the inverse of the gradient by a small step (called learning rate). If the $\ell_2$ norm of the updated $\delta$ is larger than the perturbation bound $R$, we project it so its $\ell_2$ norm is $R$. We repeat the process for max_iter iterations. Algorithm 1 shows our algorithmic details.

**Algorithm 1** Our post-processing to existing IP protection methods

**Input:** Parameters $\theta$ of a target model, IP dataset $D_{IP}$, validation dataset $D_v$, learning rate $lr$, perturbation bound $R$, and maximum number of iterations max_iter.

**Output:** Perturbation $\delta$

1: $\delta \leftarrow 0$
2: for $iter = 1$ to max_iter do
3: $g \leftarrow \nabla_\delta L(\delta)$
4: $\delta \leftarrow \delta - lr \cdot g$
5: if $||\delta||_2 > R$ then
6: $\delta \leftarrow \delta \cdot \frac{R}{||\delta||_2}$
7: end if
8: end for

### 3.2. Experiments

**Experimental setup:** We use three benchmark datasets: CIFAR-10 [13], CIFAR-100 [13], and MNIST [15]. The target model architecture is ResNet-18 [10]. We divide each training dataset into two halves. One half is used to train a target model, while the other half is used to post-process the target model. Moreover, we train another 50 models with different initialization using the half of training data for each dataset, and we treat them as non-stolen models since they are trained from scratch instead of post-processing of the target model. When training a model, we use a learning rate of 0.05, momentum of 0.9, weight decay of 1e-4, and batch size of 256. We train each model for 100 epochs.

We use a popular watermarking method [2] and a fingerprinting method [4] to protect a target model, though our results are also applicable to other methods. For the watermarking method, we pick 100 images and labels as IP dataset $D_{IP}$ following [2]. The IP dataset is used to augment the training data when training a target model. For fingerprinting, we follow the settings in IPGuard [4]. Specifically, after a target model is trained, we extract 100 IP data points from it via solving the optimization problem in Eq. 1 using $k = 5$ as well as random initialization of $x$ and label pairs $i,j$. For each IP data point, we use the target model to predict its label, which we treat as the corresponding IP label.

**Experimental results:** In our post-processing, we set learning rate $lr = 0.001$, max_iter=1,000, and $D_v$ includes 1,000 examples sampled from the testing dataset uniformly at random. Given a target model and a perturbation bound $R$, we use our post-processing method to generate a perturbation and construct a perturbed model. Then, we calculate 1) MR of the perturbed model for the IP dataset, and 2) testing accuracy of the perturbed model on the corresponding testing dataset excluding the validation data.

Figure 1 shows MR and testing accuracy of the perturbed model when the perturbation bound $R$ increases, for both watermarking and fingerprinting. Our results show that our post-processing method can substantially decrease MR via adding a small perturbation to the target model. For instance, MR reduces to almost 0 when the perturbation bound is 2 for CIFAR-10 dataset. Table 1 shows the MRs of the 50 non-stolen models, where “Median” and “Maximum” are the median and maximum MRs of the 50 non-stolen models. Our results show that existing IP protection methods are not robust against small perturbations added to the target model.

![Figure 1. Results of our post-processing method on the three datasets.](image-url)
in the worst-case scenarios. In particular, when a target model is perturbed by our post-processing method, an IP protection method cannot distinguish between the perturbed model and a non-stolen model using MR, while the testing accuracy of the perturbed model is maintained.

Table 2 shows the testing accuracy, MR, and $\ell_2$-norm perturbation of a perturbed model post-processed from a target model using fine-tuning and distillation. The $\ell_2$-norm perturbation is the $\ell_2$ distance between a perturbed model and a target model. In our experiments, for each dataset, we use half of the training data to fine-tune or distill a target model for 50 epochs (Section A.1 in Appendix shows more details on parameter settings). Our results show that, compared to our post-processing, these post-processing techniques introduce larger perturbations to a target model but the MR is still large. Take CIFAR-10 as an example, fine-tuning the target model introduces around 15.76 $\ell_2$-norm perturbation but watermarking still achieves 0.61 MR. In other words, existing popular post-processing methods give us false sense of robustness in the worst-case scenarios.

4. Our IPCert

4.1. A Majority Vote Framework

Given a model and an IP dataset, IPCert computes a MR via adding Gaussian noise to the model. IPCert leverages majority vote smoothing [7], which was originally designed to build robust classifiers against adversarial examples. In particular, majority vote smoothing adds Gaussian noise to a testing input when building a robust classifier, while we add Gaussian noise to a model.

Predicting label for an IP data point: Given an IP dataset $D_{IP} = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}$ and a model $\theta$ (e.g., target model, suspect model), where the IP dataset may be obtained via a watermarking or fingerprinting method. Our IPCert adds random Gaussian noise to the model before using it to predict the label of an IP data point. For simplicity, we denote by $F(\theta, x)$ the label for a data point $x$ predicted by a model whose parameters are $\theta$. Since we add random Gaussian noise $\varepsilon$ to the model $\theta$, the predicted label $F(\theta + \varepsilon, x)$ for an IP data point $x$ is also random. We denote by $p_c$ the probability that the predicted label $F(\theta + \varepsilon, x)$ is $c$. Our IPCert predicts the label with the largest probability $p_c$ for IP data point $x$. Formally, we denote by $G(\theta, x)$ the label for $x$ predicted by our IPCert when the model is $\theta$, and $G(\theta, x)$ is defined as follows: $G(\theta, x) = \arg\max_{c \in \mathcal{Y}} \Pr(F(\theta + \varepsilon, x) = c)$, where $\mathcal{Y}$ is the set of labels, $\varepsilon \sim \mathcal{N}(0, \sigma^2 I)$ is an isotropic Gaussian noise, and $\sigma$ is the standard deviation of the Gaussian noise. $G(\theta, x)$ can be viewed as the majority-vote label among the labels predicted by multiple noisy suspect models for $x$, as we will further elaborate in Section 4.3.

Matching rate (MR): MR of IPCert for a model $\theta$ is the fraction of IP data points whose predicted labels $G(\theta, x)$ match with the corresponding IP labels. Formally, we have:

$$MR = \frac{1}{n} \sum_{i=1}^{n} I(G(\theta, x_i) = y_i),$$

where $I$ is an indicator function whose value is 1 if $G(\theta, x_i) = y_i$ and 0 otherwise.

4.2. Deriving Certified Matching Rate

Given a model and an IP dataset, we derive a lower bound of MR, called certified matching rate (CMR), for IPCert when an arbitrary, bounded perturbation is added to the model. Next, we first review a key theoretical result from majority vote smoothing and then derive a CMR for IPCert.

Certified radius for an IP data point: Given a model $\theta$ and an IP data point $x$, we denote by $A$ and $B$ the predicted labels with the largest and second largest probabilities when adding random Gaussian noise to $\theta$ in our IPCert. Therefore, our IPCert predicts label $A$ for $x$. Moreover, we denote by $p_A$ a lower bound of the probability of label $A$ and by $\overline{p_B}$ an upper bound of the probability of the label $B$ in our IPCert. We will show how to estimate the probability lower/upper bounds $p_A$ and $\overline{p_B}$ in Section 4.3. Suppose an attacker adds perturbation $\delta$ to the model $\theta$. Based on majority vote smoothing [7], our IPCert still predicts label $A$ for $x$ when the perturbation $\delta$ is bounded. Formally, we have the following lemma based on [7]:

Lemma 4.1. $F$ is a function that takes a model $\theta$ and an IP data point $x$ as input and outputs predicted label $c$. $\varepsilon \sim \mathcal{N}(0, \sigma^2 I)$ is Gaussian noise. Suppose $A \in \mathcal{Y}$ and $p_A, \overline{p_B} \in [0, 1]$ satisfy: $\Pr(F(\theta + \varepsilon, x) = A) \geq p_A \geq \overline{p_B} \geq \max_{c \neq A} \Pr(F(\theta + \varepsilon, x) = c)$. Then, we have

<table>
<thead>
<tr>
<th>Method</th>
<th>Dataset</th>
<th>Fine-tuning</th>
<th>Distillation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>MR</td>
<td>Perturbation</td>
</tr>
<tr>
<td>Watermark</td>
<td>CIFAR-10</td>
<td>0.92</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>CIFAR-100</td>
<td>0.70</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>MNIST</td>
<td>0.99</td>
<td>0.39</td>
</tr>
<tr>
<td>Fingerprint</td>
<td>CIFAR-10</td>
<td>0.92</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>CIFAR-100</td>
<td>0.71</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>MNIST</td>
<td>0.99</td>
<td>0.29</td>
</tr>
</tbody>
</table>
and where $\Phi^{-1}$ is the inverse cumulative distribution function of the standard Gaussian distribution.

We call $r$ certified radius for an IP data point $x$. Based on Lemma 4.1, we can obtain a certified radius $r_i$ for each IP data point $x_i$, where $i = 1, 2, \cdots, n$. In other words, the label predicted by IPCert for $x_i$ does not change when the perturbation added to the model is bounded by $r_i$.

**Certified matching rate (CMR):** Given a model $\theta$, an IP dataset $D_{IP}$, and a perturbation bound $R$, we derive a lower bound of MR, i.e., CMR. Specifically, CMR is the least fraction of the IP data points, for which the labels predicted by IPCert match with the IP labels no matter what perturbation is added to the model once its $\ell_2$-norm is bounded by $R$. Formally, we have CMR as follows:

$$\text{CMR} = \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}(G(\theta, x_i) = y_i) \cdot \mathbb{I}(r_i > R),$$

where $\mathbb{I}$ is an indicator function, $G(\theta, x_i)$ is the label for $x_i$ predicted by IPCert, and $r_i$ is the certified radius for $x_i$. A model owner can calculate a CMR for its target model (i.e., the model $\theta$ is the target model). When an attacker steals the target model and post-processes it, the matching rate for the post-processed model is at least CMR no matter what post-processing (e.g., the worst-case post-processing in Section 3) is used once the $\ell_2$-norm perturbation introduced by the post-processing is bounded by $R$.

### 4.3. Computing (Certified) Matching Rate

Given a model $\theta$ and an IP dataset $D_{IP}$, we compute MR of the model in our IPCert. Moreover, given a bound $R$ of the perturbation that can be added to the model, we further compute the CMR of the model. The key to compute MR is to estimate the predicted label $G(\theta, x)$ for each IP data point $x$. A key challenge to compute CMR is to calculate the certified radius of each IP data point according to Lemma 4.1, and the key challenge to calculate the certified radius is how to estimate $p_A$ and $\overline{p_B}$ for each IP data point. Next, we describe a Monte Carlo method to address the challenge.

Given a model $\theta$ and an IP data point $x$, we construct $m$ ($m = 10,000$ in our experiments) noisy models via adding random Gaussian noises $\epsilon_1, \epsilon_2, \cdots, \epsilon_m$ to the model. We use each noisy model to predict the label of $x$, and we define the count $m_c$ for label $c$ as $m_c = \sum_{j=1}^{m} \mathbb{I}(F(\theta + \epsilon_j, x) = c)$, where $m_c$ is the number of noisy models that predict label $c$ for $x$. $G(\theta, x)$ is the label (denoted as $A$) with the largest count. Given the predicted label $G(\theta, x)$ for each IP data point, we can calculate the MR of the model according to Eq. 4.

The count $m_c$ follows a binomial distribution with parameters $m$ and $p_c$, i.e., $m_c \sim \text{Binomial}(m, p_c)$. Therefore, we can use one-sided simultaneous confidence interval estimation to estimate $p_A$ and $\overline{p_B}$. Specifically, according to Certified Topk [12], we have $p_A = B \left( \frac{\beta}{|Y|}; m_A, m - m_A + 1 \right)$ and $\overline{p_B} = B \left( 1 - \frac{\alpha}{|Y|}; m_c + 1, m - m_c \right)$, where $|Y|$ is the total number of classes, $B(\beta; a, b)$ is the $\beta$th quantile of the Beta distribution with parameters $a$ and $b$, and the simultaneous confidence level for the above estimations is $1 - \alpha$. Then, we have $\overline{p_B} = \max_{c\neq A} \{ \overline{p_B} \}$. After estimating $p_A$ and $\overline{p_B}$ of an IP data point, we can calculate its certified radius according to Eq. 5. Given the certified radius of each IP data point, we can calculate the CMR of the model according to Eq. 6.

### 4.4. Optimizing Certified Matching Rate

**Watermarking:** In our IPCert, we add random Gaussian noise to a model before using it to classify an IP data point. When a noisy model is more likely to correctly classify an IP data point, the CMR may be larger. However, in standard training, a model, instead of a noisy one, is trained to learn the correlations between an IP data point and its label. As a result, the noisy model is likely to misclassify IP data points, leading to suboptimal CMR. To address the limitation, we propose to add Gaussian noise to the model during training. In particular, in each epoch, we first update the model following the standard training process. Then, we add multiple Gaussian noise to the model and calculate the average loss of the noisy models for the IP dataset, whose gradient is used to update the model. Algorithm 2 in Appendix shows the details of training with noise.

**Fingerprinting:** Fingerprinting extracts IP data points from a model that has already been trained. Therefore, instead of adding noise to the model during training, we propose a new method to extract IP data points after a model has been trained to maximize CMR. According to Eq. 6, CMR relies on two terms $\mathbb{I}(G(\theta, x_i) = y_i)$ and $\mathbb{I}(r_i > R)$. Therefore, we introduce classification loss and robustness loss to quantify them, respectively. The losses are smaller when the two terms are better satisfied across the IP dataset. Therefore, we select an IP dataset that has smaller classification and robustness losses.

Suppose we are given a model $\theta$ and we aim to extract an IP data point $x$ with label $j$. We sample $s$ (we use 16 in our experiments) Gaussian noise from $\mathcal{N}(0, \sigma^2 I)$, which we denote as $\epsilon_1, \epsilon_2, \cdots, \epsilon_s$. We use these noise to estimate $G(\theta, x)$, $p_A$, and $\overline{p_B}$, based on which we define our classification and robustness losses. Define $\hat{g}_c(\theta, x) = \mathbb{E}_{\epsilon \sim \mathcal{N}(0, \sigma^2 I)} g_c(\theta + \epsilon, x)$ for each label $c$, where $g_c$ is the output probability of a model for label $c$. Then, we define classification loss $L_C$ and robustness loss $L_R$ as follows: $L_C = \text{ReLU}(\max_{c \neq j} \hat{g}_c(\theta, x) - \hat{g}_j(\theta, x))$ and $L_R = \text{ReLU}(\max_{c \neq j} \hat{g}_c(\theta, x) - \hat{g}_j(\theta, x))$.
we use it to post-process a target model and then calculate we obtain an IP dataset for each target model following Algorithm 3 in Appendix shows the details.

For each dataset, we already given) and iteratively update it to 8 in our experiments). In calculating perturbation bound, we can calculate CMR of the target model as described in Section4.4. For watermarking, we add Gaussian noise when training a parameter settings in Section 3.2. On CIFAR-10 dataset, MS uses the following way to compute MR: 1) the model owner constructs multiple noisy models via adding random Gaussian noise to the original model; 2) the model owner calculates MR for each noisy model by using it to predict labels for the IP data points; and 3) the model owner takes the median among all MRs as the final MR for the original model.

Parameter setting: Our IPCert has parameters: confidence level $1 - \alpha$, the number of noisy models $m$, and noise level $\sigma$. Unless otherwise mentioned, we set them as follows: $\alpha = 0.001$ and $m = 10,000$. Since fingerprinting does not interfere with the training process of the target model, while watermarking injects noise during training, fingerprinting can tolerate smaller perturbation. Therefore, we set $\sigma = 1$ for watermarking and $\sigma = 0.01$ for fingerprinting.

5.2. Experimental Results

IPCert achieves higher or comparable CMRs than/with MS: Figures 2 and 5 (in Appendix) respectively show the CMR of MS and IPCert for watermarking and fingerprinting on the three datasets. Our results show that, compared to MS, IPCert achieves higher or comparable CMR. The reason is that majority vote smoothing is intrinsically more robust than median smoothing since the labels of an IP data point predicted by the noisy models are considered independently in median smoothing. In other words, our IPCert can tolerate a larger or comparable perturbations added to a target model. For instance, on CIFAR-10 dataset, as shown in Figure 2(a), the labels of the IP data points predicted by our IPCert always match with the corresponding IP labels as long as the perturbation is bounded by 1.25.

\[
\frac{\sigma}{\eta} \text{ReLU}(\gamma - \xi(\theta, x)), \quad \text{where } \xi(\theta, x) = \Phi^{-1} \left( \hat{g}_j(\theta, x) \right) - \Phi^{-1} \left( \max_{i \neq j} g_i(\theta, x) \right) \text{ and } \gamma \text{ is a hyperparameter (we set it to 8 in our experiments). In calculating } \xi(\theta, x), \text{ we use } \hat{g}_j(\theta, x) \text{ and } \max_{i \neq j} g_i(\theta, x) \text{ to approximate } p_A \text{ and } p_B, \text{ respectively. Finally, we define a loss function:}
\]

\[
L(x) = L_{IP} + \eta(L_C + L_R), \quad (7)
\]

where $L_{IP}$ is the loss in Eq. 1 defined by IPGuard [4] and $\eta$ is a hyperparameter. We find an IP data point $x$ with label $j$ via minimizing $L(x)$ using gradient descent. Specifically, we randomly initialize $x$ and pick label $i$ in $L_{IP}$ (label $j$ is already given) and iteratively update $x$ until convergence. Algorithm 3 in Appendix shows the details.

5. Experiments

5.1. Experimental Setup

Datasets, models, and IP datasets: We use the same settings in Section 3.2. In particular, we use three datasets (CIFAR-10, CIFAR-100, and MNIST). For each dataset, we train a target model and 50 non-stolen models using the parameter settings in Section 3.2. One difference is that for watermarking, we add Gaussian noise when training a target model as described in Section4.4. For watermarking, we obtain an IP dataset for each target model following Section 3.2. For fingerprinting, we obtain an IP dataset following our optimization strategy described in Section 4.4.

Evaluation metrics: We use CMR and MR as evaluation metrics. Given a target model, an IP dataset, and a perturbation bound $R$, we can calculate CMR of the target model. Such CMR is the least MR for a suspect model that is post-processed from the target model no matter what post-processing an attacker uses, once the $\ell_2$-norm perturbation introduced by the post-processing is bounded by $R$. CMR does not depend on specific post-processing an attacker may use. MR is used to measure performance of an IP protection method when a specific post-processing method may be used by an attacker. In particular, given a post-processing method, we use it to post-process a target model and then calculate the MR for the post-processed model. Once the MR of a post-processed model is larger than those of the non-stolen models, the post-processed model and the non-stolen models can still be distinguished.

Compared method: We compare our IPCert with median smoothing (MS)-based IP protection framework [3]. Both IPCert and MS can turn a watermarking or fingerprinting method to be provably robust. Given a model and an IP dataset, MS uses the following way to compute MR: 1) the model owner constructs multiple noisy models via adding random Gaussian noise to the original model; 2) the model owner calculates MR for each noisy model by using it to predict labels for the IP data points; and 3) the model owner takes the median among all MRs as the final MR for the original model.

Parameter setting: Our IPCert has parameters: confidence level $1 - \alpha$, the number of noisy models $m$, and noise level $\sigma$. Unless otherwise mentioned, we set them as follows: $\alpha = 0.001$ and $m = 10,000$. Since fingerprinting does not interfere with the training process of the target model, while watermarking injects noise during training, fingerprinting can tolerate smaller perturbation. Therefore, we set $\sigma = 1$ for watermarking and $\sigma = 0.01$ for fingerprinting.
However, for MS, a large fraction of IP data points may be misclassified if the perturbation added to a target model is larger than 0.75.

**IPCert achieves higher MRs than MS against popular post-processing:** Figure 3 shows the MRs of MS and IPCert for a post-processed model on CIFAR-10 dataset when an attacker uses fine-tuning and distillation to post-process a target model for 50 epochs. The post-processing settings are the same as those in Section 3.2. We also compare IPCert with MS on different datasets (CIFAR-100 and MNIST). The results in Figure 8 and 9 (in Appendix) show that for each dataset, IPCert performs better than MS for both watermark and fingerprint against fine-tuning and distillation. Our results show that IPCert achieves higher MRs than MS when an attacker post-processes a target model using fine-tuning or distillation. Note that our results for MS are different from those in median smoothing framework [3] due to different training settings.

**IPCert and MS achieve similar MRs for non-stolen models:** Table 3 summarizes the MRs of the 50 non-stolen models for watermark and fingerprint on CIFAR-10 dataset, where “Median” and “Maximum” denote the median and maximum MRs of the 50 non-stolen models. We observe that IPCert and MS achieve comparable MRs for the non-stolen models, which means that IPCert improves provable robustness against perturbations added to a target model without increasing MRs for non-stolen models.

**Optimization strategies to improve CMR:** For watermark, we add isotropic Gaussian noise to a target model during training. For fingerprint, we propose a new method that considers robustness when selecting IP data points, where the hyperparameter $\eta$ controls the selection. In our prior experiments, we set $\eta = 0$. Figure 4(a) shows the CMRs of IPCert for watermark on CIFAR-10 dataset, when the target model is trained without noise (i.e., the standard training algorithm) or with noise; while Figure 4(b) shows the CMRs of IPCert for fingerprint when $\eta$ varies. Since the starting points of CMR curves are all 1 when $\sigma = 0.01$, we set $\sigma = 0.015$ in these experiments to show more details. Moreover, we show the results for small perturbation bounds to better contrast the differences. Our results show that our optimization strategies, i.e., training with noise for watermark and considering robustness to select IP data points for fingerprint, substantially increase CMRs.

**Impact of parameters:** Figure 6 and 7 (in Appendix) show the impacts of confidence level $1 - \alpha$, the number of noisy models $m$, and noise level $\sigma$ on IPCert for CIFAR-10 dataset. We observe that 1) CMR increases slightly as $\alpha$ increases, 2) CMR also increases as $m$ increases because we can estimate $p_A$ and $p_B$ more accurately using more noisy models, which in turn gives a larger certified radius for each IP data point and thus larger CMR, and 3) for watermark, when $\sigma = 0.5$, IPCert obtains the largest CMR, and we can optimize CMR via choosing appropriate value for $\sigma$.

6. Conclusion

We first find that existing IP protection methods are not robust against deliberated post-processing of a target model as previously thought in the worst-case scenarios. We then propose a novel majority vote smoothing framework called IPCert that can turn an existing IP protection method to be provably robust against post-processing. Moreover, training with noise for watermark and considering robustness to select IP data points for fingerprint can further enhance provable robustness of IPCert.
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