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Abstract

In many language processing tasks including most no-
tably Large Language Modeling (LLM), retrieval augmen-
tation improves the performance of the models by adding
information during inference that may not be present in the
model’s weights. This technique has been shown to be par-
ticularly useful in multimodal settings. For some tasks, like
Outside Knowledge Visual Question Answering (OK-VQA),
retrieval augmentation is required given the open nature of
the knowledge. In many prior works for the OK-VQA task,
the retriever is either a unimodal language retriever or an
untrained cross-modal retriever. In this work, we present
a weakly supervised training approach for cross-modal re-
trievers. Our method takes inspiration from the natural
language modeling task of information retrieval and ex-
tends those methods to cross-modal retrieval. Since the OK-
VQA task does not typically have consistent ground truth re-
trieval labels, we evaluate our model using lexical overlap
between the ground truth and the retrieved passage. Our
approach showed an average recall improvement of 28%
across a large range of retrieval sizes compared to a base-
line backbone network.

1. Introduction
There are many applications that require the use of mul-

tiple modalities (e.g. VQA, Visual Dialogue, etc.). Multi-

modal large language models like GPT-4, Flamingo, and

others have recently shown success in performing these

tasks [23, 1]. These models are fully parametric and thus

can only recall knowledge that is trained into their weights.

If they did not remember a particular fact or concept, they

cannot access it.

There exists a separate category of models known as

semi-parametric or retrieval-augmented models. These

models add an extra external retrieval step to their process-

ing. This allows them to recall facts beyond what is found

in their weights and training data. In both the unimodal and

multimodal cases, retrieval augmentation has been shown

to improve model performance [7, 32]. For example, RA-

CM3 showed that adding an extra retrieval step allowed it to

understand the finer detail and context of an image and the

prompts it received [32]. In conversational AI, it was found

that adding retrieval decreased model hallucination [26].

In some cases, external knowledge retrieval is required.

This is the case in the Outside Knowledge Visual Question

Answering (OK-VQA) task where models combine lan-

guage and vision to answer questions that are only partially

related to an image. This expands the set of questions that

are possible to ask as the questions no longer need to be di-

rectly related to the given image. This is an extension of the

VQA task which only asks questions directly related to an

image. VQA as a task became popular with the introduc-

tion of the 760K Visual QA dataset and baseline by [2] in

2015. However, the questions were generally easy enough

that it was judged that an 8-year-old child can answer 55%

of them [2]. This gave rise to the need for a more chal-

lenging task, hence the introduction of OK-VQA. The most

recent dataset to address this task is OK-VQAv2 [25].

To be successful in the OK-VQA task, a model has to be

skilled at multiple inference types: (1) visual understanding

of the input picture, (2) language Understanding of the input

question, (3) commonsense reasoning to understand how

the picture and question fit together and into the world, and

(4) factual and categorical knowledge to understand how

different facts may relate to a given question.

In many prior works for OK-VQA, retrieval of exter-

nal facts rely on unimodal or untrained multimodal retrieval

networks. Furthermore, often the datasets that open-domain

multimodal models are trained on do not provide ground

truth retrieval sets. When this is the case in the language do-

main, using a self-supervised matching task like the inverse

cloze task (ICT) is a common method to improve retriever

performance [16, 11]. In this paper, we (a) extend mul-

timodal inverse cloze pre-training to have additional con-

trastive tasks built into it and (b) adapt a weakly supervised

unimodal retrieval method for multimodal and cross-modal

retrieval. The weakly supervised fine-tuning with inverse

cloze pre-training improves performance by 28% over the

baseline backbone network.
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2. Related Work
DPR Retrieval. Biencoder dense passage retrieval

(DPR) is the common underlying structure for neural re-

trieval models. In this general class of methods, one lan-

guage model computes embeddings for a knowledge base

and a second language model computes embeddings for any

given query. A semantic similarity scorer, commonly the

inner product, is then computed between all of the embed-

dings in a knowledge base and the embedding of the query.

The documents that are most similar to the query are then

selected as the retrieval entities by a contrastively trained

knowledge and query embedding model. Maximum inner

product search is commonly used as it can be implemented

in sublinear time, allowing for retrieval within large knowl-

edge bases [15]. This general structure is taken advantage of

in many retrieval-based works [3, 7, 8, 9, 10, 12, 13, 18, 28].

OK-VQA Model Components. OK-VQA models usu-

ally have at least two of the three components: an implicit

retrieval model, an explicit retrieval model, and a reader

model [6, 20, 4, 22, 5]. The implicit retrieval system usually

starts with converting an image into text. Typically this is

done by an image captioning and/or object detection model.

This description paired with the question is inputted into a

LLM, like GPT-3, which is used as a knowledge base to

yield an answer proposal. This process alone can have a

top-1 recall of 58.43% and a top-5 recall of 71.31% [20].

Explicit retrieval uses a legible knowledge base such as

Wikidata or Wikipedia to provide information to the re-

trieval model. To find knowledge within these knowledge

bases, DPR-based methods are used. The novel method

implemented in this paper trains a DPR-based explicit re-

triever with a weakly supervised, multimodal approach.

This method is detailed in Section 3.

The final component is the reader model. This model

takes the outputs of the previous two components along

with the question and sometimes the image and produces

a final answer. Reader models come in two forms: decoder-

only and encoder-decoder models. An encoder-decoder

model takes language inputs, has the model encode them

into latent vectors, and then decodes those latent vectors

back into language. Decoder-only models, like GPT, do not

have this feature [24]. To augment decoder-only models

with retrieval, the text of the retrieved passages is added to

the input of the model. An example of this is [31]. One

way to process retrieved evidence in the encoder-decoder

paradigm is to individually encode each entity with the

question, concatenate all encodings, and then jointly decode

[12]. This is called fusion-in-decoder [12].

Multimodal Retrieval. Previous works in the OK-VQA

literature attempted to address multimodal retrieval. One

common solution is to use a non-fine-tuned pre-trained net-

work. KAT and Revive both use the CLIP model for re-

trieval. KAT extracts image patches using a sliding win-

dow over the image [6]. Revive uses object detection to

select patches [20]. In each method, patches are inputted

into CLIP to retrieve entities from the knowledge base.

Another common approach is to perform DPR on a tex-

tual representation of an image. MAVEx, for example, an-

swers the question with a VQA system and then validates

the answer proposal using unimodal DPR [30]. TRiG and

RA-VQA convert the image into a caption and use OCR

[19, 4]. The text is then inputted into a DPR system. Addi-

tionally, RA-VQA fine-tunes the DPR system.

A rarer approach in the literature is the use of a

trained cross-modal DPR system. One paper did so using

LXMERT for their cross-modal system but did not use mul-

timodal ICT pertaining [21]. This approach also used a dif-

ferent type of signal for weakly supervised training.

3. Methods
In this section, we present our training framework for

weakly supervised multimodal DPR. The first part of this

framework is an extension of the inverse cloze task to be

both multimodal and cross-modal. The second part per-

forms weakly supervised fine-tuning of the retriever net-

work by using signals from the reader model. Previ-

ously, cross-attention weights were distilled from a uni-

modal reader to a unimodal retriever. In this work, we dis-

till from a unimodal reader to a multimodal retriever. Fine-

tuning the network in a weakly supervised manner is nec-

essary as OK-VQA datasets do not commonly have ground

truth labels for retrieval.

3.1. Multimodal Inverse Cloze Pre-training

The cloze task optimizes a model to fill in missing tokens

in a string based on the surrounding context [29]. This pre-

training task is used to train LLMs to develop a sense of

language. CT works in the opposite direction. The model

receives a sentence and has to match it to its greater context

[16]. This trains a network to understand which pieces of

text are closely related and which are more distantly related.

This task is closely related to the DPR task, which is why

unimodal DPR systems are often pre-trained with ICT.

The OK-VQA task is multimodal, with each modality

giving information about what needs to be retrieved The

first step to extending DPR systems to be multimodal is to

extend the inverse cloze task to be multimodal.

The multimodal inverse cloze task shares the structure of

its unimodal counterpart where the model matches a query

to a within-batch set [17]. However, in the case of mul-

timodal inverse cloze, both the query and index are mul-

timodal which allows for more internal variation for con-

structing the query and index.

Our multimodal ICT has four different matching sub-

tasks within it, visually depicted in Figure 1:
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Figure 1. Four variations of multimodal ICT subtasks.

1. Match image to correct NL document

2. Match NL document to corresponding image

3. Match title and image to corresponding passage

4. Match passage and image to corresponding title

The first two tasks are cross-modal in nature. The query is in

one modality and the index is in another modality. The last

two tasks are both multimodal and cross-modal where both

the image and the language are used as part of the query to

find a textual match. To prevent the task from being too sim-

ple, references to the title in the text passage are removed.

In each of the sub-tasks, the cross-entropy loss is used to

update the network.

3.2. Cross-Attention Distillation

In-domain training can further improve retrieval. The

dataset used has little ground-truth retrieval data. Therefore,

the reader model was used as a weak supervision signal.

An encoder-decoder network with fusion-in-decoder

was used as the reader model. The fusion-in-decoder

method teaches networks to weigh different pieces of evi-

dence during decoding. This is done by having the model

individually encode each piece of evidence, but jointly de-

code the answer from the concatenation of encodings. As

these attention weights contain the relative importance of

each piece of evidence, they can be used as a learning signal

for the retrieval network. The KL-Divergence between the

cross-attention weights and the inner-product score given by

the retriever can be used to optimize a network in a weakly

supervised way to make better retrievals, as depicted in Fig-

ure 2. For more in-depth details on this approach, see [11].

As the network performance improves, using the same

retrieval passages and cross-attention weights over time be-

comes less informative. This limitation can be addressed by

having the retriever retrieve new passages every set number

of steps and then having the reader model rescore the pas-

sages. Iteratively training in this fashion gives the retriever

more data from which to learn how to retrieve [11].

Previous applications of this method distilled informa-

tion from a unimodal reader to a unimodal retriever. In this

Figure 2. Cross-attention Distillation Framework.

paper, we use the scores from a unimodal reader to super-

vise a cross-modal retriever, showing the versatility of the

cross-attention score.

4. Experiments
4.1. Implementation

The method described in the previous section necessi-

tated a model that was trained contrastively to match text

and images. This led to the choice of the ALIGN model as

the backbone network [14]. Though CLIP was commonly

used in previous OK-VQA papers for retrieval, the ALIGN

model was chosen as it allows for a longer sequence length.

It was also chosen as its shallow cross-encoding allows for

text and image to be encoded in the absence of the other.

The Wikipedia-based Image Text (WIT) Dataset was

used for the multimodal ICT pre-training. This dataset is

a multimodal, multilingual extraction of Wikipedia pages

providing millions of language and image pairs [27]. The

language and image pairs used were ones where the text was

in English and derived from the page title and section text.

To get the best performance from contrastive pre-training,

large batch sizes must be used. We used gradient check-

pointing which allowed for a batch size of 245.

We used the OK-VQAv2 dataset [25] for the downstream

retrieval task with image and question pairs. Similar to pre-

vious work, the lexical overlap between the retrieved entity

and the ground truth answer was used to assess the perfor-

mance of the retrieval step.

Multiple knowledge bases were used to test if the method

generalizes across knowledge bases. In this paper, we used

the Wikidata-187K and Wikipedia-21M knowledge bases

as retrieval corpora. The Wikidata-187K is a subset of a

much larger knowledge base, used and made available by

prior works [6, 20]. The Wikidata knowledge base contains

187K entities each with a title and a one-sentence descrip-

tion. The Wikipedia knowledge base contains 21M entities

with a title and paragraph description. The downstream QA

model receives both the title and paragraph/description.

4.2. Results

To determine if cross-modal modeling of sub-tasks im-

proved the overall task performance, the ALIGN model un-
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Top N

Tasks 1 5 10 20 40

Baseline (tasks 3-4) 0.72 0.87 0.92 0.95 0.97

Ours (all tasks) 0.70 0.88 0.93 0.96 0.99

Table 1. The table presents the average performance of the ALIGN

model across the various sub-tasks of ICT. The models are trained

on all tasks and multimodal tasks (tasks 3 and 4). Accuracy is the

fraction that the correct match appears within the top-N.

Inverse Cross-Attn # of Retrieved Passages

Cloze Task Distillation 1 10 50 80 100

� 13.49 39.22 60.14 66.04 68.84

� � 17.67 47.29 66.77 72.05 74.13

Table 2. This table displays the performance of our multimodal

DPR system on the Wikipedia-21M retrieval corpus.

derwent ICT pre-training in two different ways as shown

in Table 1. The first (Baseline) only included the last two

subtasks while the second (Ours) included all sub-tasks dis-

cussed in Section 3.1. The table displays the accuracy of the

models on a randomly selected subset of 2,500 data points

from the WIT validation set. The accuracy metric is com-

puted by determining the frequency the model predicts the

correct match in its top-N predicted matches. This subset

was created for faster evaluation. The table shows that in-

corporating cross-modal tasks improved the accuracy of the

multimodal tasks in almost all cases.

Table 3 summarizes the overall results of the methods

described in the previous section. The table describes

the retrieval performance in terms of its recall of knowl-

edge across different numbers of passages retrieved. Cross-

attention fine-tuning for Wikidata improves retriever recall

over the Baseline by an average of 10% (relative) and the

combination of iterative cross-attention fine-tuning and ICT

improves retriever recall by an average of 28%. The re-

sults show that the pre-trained model (Baseline) outper-

forms all but the final model in top-1 retrieval recall. How-

ever, the pre-trained model performs worse than any model

fine-tuned with cross-attention distillation. The model

fine-tuned only with cross-attention distillation outperforms

other models not trained with cross-attention distillation.

Interestingly, the inverse cloze task does not stand on its

own in these results and performs worse than the pre-trained

model. However, when paired with cross-attention distil-

lation it outperforms the backbone network that was fine-

tuned only with cross-attention distillation. The two tasks

are very similar, with the difference being that the inverse

cloze task is self-supervised whereas cross-attention distil-

lation is weakly supervised. This seems to suggest that the

inverse cloze task changes the model features to be more

tunable for retrieval tasks. Cross-attention distillation then

takes advantage of this to better fine-tune the model to per-

form retrieval.

Lastly, Table 2 displays results on a larger and more com-

Inverse Cross-Attn # of Retrieved Passages

Cloze Task Distillation 1 10 50 80 100

Baseline 5.99 20.83 38.07 43.02 45.35

� 5.47 23.61 42.12 47.57 50.33

� 4.67 18.51 36.56 42.62 45.35

� � 6.65 26.37 46.98 52.59 55.19

� Iterative 7.67 28.54 48.87 53.94 56.72

Table 3. Performance of our multimodal DPR system compared

to the previous approach (Baseline) using the ALIGN backbone

at different stages of training for different numbers of retrieved

passages on the Wikidata-187K retrieval corpus.

plete retrieval corpus. While the addition of cross-attention

distillation still improves performance over fine-tuning with

ICT, the difference with and without cross-attention dis-

tillation is smaller. The improved performance is likely a

factor of both the model and how the evaluation is carried

out. The evaluation measures the lexical overlap between

the retrieved passage and the ground truth answers. The

Wikipedia retrieval corpus has longer passages, which in-

creases the likelihood that the correct word appears in a re-

trieved passage. It also has more passages, increasing the

chances that a passage with the correct word is surfaced.

On the modeling side, the ALIGN model is designed to

have a sequence length of 512 tokens which is much longer

than the average Wikidata entity description. The longer

passages in Wikipedia are more descriptive and thus better

able to take advantage of ALIGN’s latent space which likely

helps the model find the correct passage.

5. Conclusion
In this paper, we focused on improving the performance

of cross-modal retrieval for the OK-VQA task. We achieved

this by extending the ICT to be both cross-modal and multi-

modal. We show that adding sub-tasks that are purely cross-

modal helps with the multimodal tasks that retrieve across

modalities. We then show that models trained with cross-

attention outperform models that are not trained with cross-

attention. It was found that adding ICT improves the per-

formance of networks on retrieval only when coupled with

cross-attention, however, on its own, it did not improve per-

formance for the Wikidata retrieval corpus.

Future work should focus primarily on two factors lim-

iting cross-attention distillation: (1) the performance of the

reader model and (2) the relative usefulness of the initial re-

trievals. Retrieval models can only give an accurate signal

of what passages are useful if it itself is accurate. Cross-

attention scores from inaccurate answers are not useful. The

relative usefulness of the initial retrieval is a limitation be-

cause if the retrieval did not provide any “good” passages

or all of the passages provided are on the same level of rela-

tive “badness”, the cross-attention score provides no signal.

Training in an iterative manner partially addresses this prob-

lem, but other methods should be explored in future work.
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