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Abstract

Rheumatoid arthritis (RA) is an autoimmune disease that causes chronic inflammation, joint destruction, and extra-articular manifestations. Radiography is the standard imaging modality for diagnosing and monitoring joint damage in RA. However, the commonly used Sharp method and its variants, which evaluate radiographic progression, are time-consuming and subjective. Automated joint evaluation using deep neural networks can address these challenges. This study introduces RheumaVIT, a novel vision transformer-based pipeline for automatically scoring hand joints affected by RA. The method consists of two stages: a regression model for joint localization and a transformer-based architecture for assessing erosion and joint space narrowing (JSN). Our approach demonstrates superior accuracy (up to 12% higher for erosion and 2% higher for JSN) compared to existing state-of-the-art methods. Moreover, it has a promising ability to detect common patterns of erosion and JSN through roll-out interpretation. To promote further research, we are open-sourcing our clinical collection since there is no annotated dataset on RA available in the public domain. Our paper contributes to the progress of automated joint assessment in rheumatoid arthritis, offering potential applications in both clinical practice and research.

1. Introduction

Rheumatoid arthritis (RA) is an autoimmune disease that causes chronic inflammation, joint destruction, and extra-articular manifestations in multiple organs. It primarily affects the small joints of the hands and feet, leading to irreversible deformities and loss of physical function [17, 22]. The disease can impair an individual’s capacity to work, significantly reduce quality of life, and even shorten lifespan. However, modern treatment advances can suppress joint inflammation, prevent joint damage, and improve prognosis [20]. Radiography is the standard imaging modality for diagnosing and monitoring the progression of joint changes in RA [2], with erosion and joint space narrowing (JSN) being the most reliable parameters [4, 41]. The Sharp method [10, 12, 13, 14, 18, 19, 28, 31, 32, 38, 39, 40] and its variants are the most commonly used scoring systems to quantify the severity and rate of joint damage progression in clinical trials and scientific studies [29]. They individually assess erosion by the depth of damage from 0 to 5 points and JSN from 0 to 4 points in the joints of the hands and feet. However, the Sharp-like methods have a significant drawback: the evaluation requires a considerable amount of time as experts must manually appraise and assign scores to each joint. Additionally, this method’s consistency is not perfect due to the subjectivity of the evaluation criteria, as shown in Table 1.

Transitioning to automated joint evaluations based on deep neural networks can overcome these limitations. The processing time of the neural network model is significantly shorter than that required for manual image processing, taking just a few seconds. Moreover, because the model uses aggregated evaluations from multiple specialists, its predictions are theoretically more representative than the evaluation of a single physician [4].

With the advancement of machine learning algorithms, the use of neural networks for automatic joint assessment has garnered considerable attention due to their ability to
process visual information. A wide array of previous studies have explored models ranging from shallow to deep, including basic multi-layer convolutional neural networks [7, 37] and advanced architectures like VGG [7], U-Net [35, 25], YOLO [42], as well as various data pre-processing techniques such as soft tissue removal, the Sobel filter, and CLAHE [27].

While many current studies boast results comparable to expert annotations, several limiting factors persist. First, all these studies showcase results on different private datasets, which are inaccessible [27, 30, 33, 37, 42]. Furthermore, many lack rigorous evaluations of the proposed methods’ performance, often resorting to imbalanced metrics in their analyses [7, 15, 27, 37, 43]. These challenges significantly impede the comparison of approaches and the identification of a definitive state-of-the-art solution.

Transformers are currently gaining popularity in image analysis, presenting new opportunities in the machine learning domain. It was once believed that to achieve quality comparable to convolutional neural networks (CNNs), large datasets and models with numerous parameters were necessary [9]. However, recent studies have introduced compact transformer models such as TinyViT [44], SWIN [24], and MobileViT [26]. Moreover, there have been efforts to train these models on relatively small datasets, still achieving commendable performance [11, 21, 36].

In this paper, we introduce the first vision transformer-based approach for joint assessment, named RheumaVit. This method refines existing techniques, offering a superior and more adaptable solution. The primary contributions of our work include:

- We developed RheumaVIT, an automated system that assigns scores to hand joints affected by RA. This system is two-stage: a regression model identifies joint locations, while a transformer-based architecture assesses the erosion and JSN scores of each joint.
- To leverage the transformer architecture and prevent overfitting, we propose a strategy to augment input data samples in accordance with the number of joints, instead of hand images. We also implemented expanded bounding boxes, transfer learning strategies, and advanced training techniques.
- Our proposed method displayed superior performance (up to 12% increased accuracy for erosion and 2% for JSN) and faster convergence when compared with recent state-of-the-art methods [33]. We also showcased the model’s efficacy in precisely identifying patterns related to erosion and JSN in a clinical context through the implementation of roll-out interpretation.
- Lastly, we are releasing an annotated dataset consisting of 330 hand radiographs. This dataset features box annotations for 42 hand joints (21 per hand) accompanied by joint-specific erosion and JSN labels, curated by three radiologists.

The remainder of the paper is structured as follows: Section 2 reviews related work pertinent to our approach. Section 3 delves into the specifics of the proposed pipeline and details the experimental setup. Sections 4 and 5 then present the results, followed by a discussion and conclusions, respectively.

2. Related Works

Research on the automated assessment of hand joints in RA varies significantly in aspects from problem formulation to the methods employed and their evaluation. First, some studies concentrate on specific joints, such as the metacarpophalangeal and proximal interphalangeal joints [6, 16]. In contrast, others classify the carpometacarpal (CMC) and intercarpal joints [30]. Intercarpal joints (wrist) are frequently overlooked in studies due to their intricate nature and proximity. Although their inclusion can hamper model performance [16], from a medical perspective, they are as crucial as other hand joints.

When considering the number of stages in a solution, all methods for automatic joint assessment fall into two primary categories: single-stage and two-stage methods. Single-stage methods evaluate all joints simultaneously, whereas two-stage methods first identify the joints before conducting an individual assessment [7, 37, 27, 35, 6, 43]. Early attempts to create an automated RA assessment utilized straightforward architectures, such as multi-layer neural networks, complemented by a range of data preprocessing techniques [7, 37]. Later research incorporated more complex models, including pre-trained VGG and CaffeNet, as well as advanced image preprocessing techniques like soft tissue removal, the Sobel filter, MSGVF snakes for phalanx segmentation, and CLAHE [27]. A distinct approach is presented in [35], where the authors employ a lightweight U-Net architecture for bone segmentation, followed by a YOLOv3 model for joint detection, and finally, a VGG for erosion and JSN assessment. The authors of [6] utilize RetinaNet for finger detection and then an EfficientNet with attention mechanisms to score the JSN and erosion of joints. Lastly, [43] treats joint localization as a regression problem.

Several studies have explored single-stage methods, bypassing the intermediate joint localization step in either an end-to-end scoring scenario or by predicting both joint boxes and scores simultaneously [30, 42, 25]. Radke’s study showcased the capabilities of a dual-headed RetinaNet network with adaptively changing Intersection over Union (IoU) values for effective recognition of smaller entities like finger and wrist joints [30]. In [42], the authors employ YOLOv4, enhancing it with adjustments to error
functions, aspect ratios, and distinct handling of hand and finger joints. Conversely, [25] treats the scoring task as a segmentation challenge, using a U-shaped architecture to predict a joint class (localization) for each pixel and assigning erosion and JSN scores to each pixel representing a non-background joint.

While single-stage methods might seem more efficient in terms of speed and memory usage, their practical performance largely hinges on the specific models employed and data processing techniques. Such models often possess a global receptive field, facilitating the inclusion of additional context during training. However, this can also introduce potential confounding elements like technical markup variations [30, 42, 25]. In contrast, two-stage methods focus on localizing each individual joint, yielding a higher number of training samples and considerably mitigating the influence of various confounding factors, albeit at the cost of the benefits of a global receptive field.

Previous studies have shown promising results regarding the accuracy and reliability of AI systems compared to manual assessment by experienced clinicians or radiologists. Nonetheless, further research is necessary to address potential issues, such as overfitting or a lack of robustness against varying conditions across different datasets, before these systems can be reliably implemented in clinical practice.

3. Methods and Materials

In this section, we introduce a novel deep learning-based pipeline for automated joint assessment following the Sharp methodology, termed RheumaVIT. Our proposed solution consists of two phases: the localization of joints and followed by scoring each one as depicted in Figure 2.

While the task of joint localization is relatively straightforward and can be efficiently tackled using a regression model, the assessment phase demands greater scrutiny and research. To estimate the erosion and JSN scores, we explore modern deep architectures based on both convolutional neural networks and vision transformers. We consider models such as VGG, EfficientNet, SWIN, MobileViT, and TinyViT [34, 9, 44, 24, 26]. In essence, our study offers the inaugural empirical examination of vision transformer networks’ efficacy in scoring hand joints afflicted by RA.

3.1. Study design

To the best of our knowledge, no open radiographic dataset exists that classifies joint space narrowing (JSN) and joint erosion according to the Sharp method. Addressing this gap, the V.A. Nasonova Research Institute of Rheumatology curated a clinical dataset comprising 330 bilateral hand radiographs. These images were annotated by three radiologists with respective experiences of 5, 7, and 30 years. Each patient is represented by a single radiograph, with an average age of $48 \pm 14$ and the male/female ratio is $54 : 298$. These radiographs were collected between 2019 and 2022. 42 patients are classified as normal, while the remaining have a confirmed diagnosis of rheumatoid arthritis.

A modified version of the Sharp method was employed for the annotation process. This adaptation encompasses all hand joints and consolidates closely spaced and overlapping wrist joints into one collective group. The suggested technique identifies 17 erosion sites per hand: interphalangeal, 4 distal interphalangeal, 4 proximal interphalangeal, 5 metacarpophalangeal, 1st metacarpal base, wrist, ulnar, and radiocarpal. For JSN, this method considers 19 areas per hand: interphalangeal, 4 distal interphalangeal, 4 proximal interphalangeal, 5 metacarpophalangeal, carpometacarpal 3 to 5, wrist, and radiocarpal. In line with the standard Sharp methodology, erosion scores span from 0 to 5, and JSN scores from 0 to 4; a higher score indicates more extensive damage [29]. To determine the erosion score for the wrist, we consider the maximum score among the multangular, navicular, lunate, and radius erosion scores. Similarly, the highest score between multangular-navicular and capitate-navicular-lunate is taken as the overall wrist JSN score.

To achieve a more objective assessment, the joints were evaluated by three radiologists. However, due to the inherent subjectivity of this approach, the consistency of their results varied. This underscores the importance of combining assessments from multiple physicians to enhance the representativeness of a particular study. While the majority vote is the most straightforward aggregation method, it proves inadequate in situations with missing scores or ambiguous decisions. Consequently, we employed the David-Skene method [8] across our dataset to derive the final JSN and erosion scores. Originally proposed for medical data aggregation, this method facilitates adjustments for expert discrepancies and produces an outcome closely aligned with

![Figure 1: Distribution of erosion (a) and JSN (b) scores over the entire dataset.](https://airi.net/upload/dataset/AIRINIIReumHands.zip)
the observed data.

The distribution of erosion and JSN scores is depicted in Figure 1. Most narrowing categories appear consistently represented, except for scores two and four. The erosion distribution exhibits an exponential trend, with a marked decline in joint count as the erosion score increases.

We also annotated joint locations in 268 radiographs, capturing all 21 standard joint locations used for scoring. The wrist region covers various minor wrist joints, including the multangular, navicular, lunate, multangular-navicular, and capitate-navicular-lunate.

For neural network pre-training, we leveraged an open dataset from [43] comprising data from 3818 patients. In our experiments, we only used radiographs, as the accompanying evaluations lacked joint scores for erosions and JSN.

3.2. Data preprocessing

Each radiograph in the dataset shows the patient’s left and right hands. The joints of both hands are symmetrical, which allows us to split the radiograph into two individual images. This approach halves the quantity of joints for which predictions are made, while doubling the amount of data available for training the localization model. To separate the hands in the image, the Minimum Energy Seam algorithm [3] was utilized. Fundamentally, it ascertains a linked sequence of pixels across the entire image with the smallest gradient. We implement morphological opening to reduce the background noise and CLAHE [27] to increase the gradients at the boundary of the hands and the background.

A similar data partitioning approach is used for classification modeling. Based on the predictions of the hand image localization model, 21 joint regions are identified for which distinctive predictions are then made. This enables the volume of training data to be increased by a factor of 21, and the output size of the model to be reduced by a factor of 21. However, this technique has a limitation - the visibility of the model is confined to a small region around the joint. To overcome this, we randomly increase the area around the joint by up to 4 times during model training. During evaluation, we make use of the average size of the observable area to the model during the training process, which is 2.5 times the size of the original area.

3.3. Proposed method

**Joint localization task** involves determining the coordinates of each joint’s position in an image. This is usually done using bounding boxes, which are defined by the coordinates of two opposite corners. Due to human anatomy, the number of joints remains constant for most patients. In other words, models only need to predict a fixed number of coordinates for the entire image. Therefore, we employ a regression model as the localization task. The backbone of our model is EfficientNet-V2-L [34]. Subsequently, average pooling with an 8 × 8 kernel is applied to the 1280 × 16 × 8 feature map, followed by flattening into a vector. The head of the model consists of two fully connected layers with ReLU activation and a hidden layer size of 512.

| $L_{loc} = \begin{cases} 
\text{MSE}(b, \hat{b}), & \text{if epoch } \leq 50 \\
\text{DIoU}(b, \hat{b}), & \text{otherwise}
\end{cases}$ | (1) |
| $\text{DIoU}(b, \hat{b}) = 1 - \text{IoU}(b, \hat{b}) + \frac{\rho^2(b, \hat{b})}{c^2}$ | (2) |

where $b$ denotes the bounding box coordinate vector $\langle x_{\min}, y_{\min}, x_{\max}, y_{\max} \rangle^T$ with corresponding prediction $\hat{b}$, $\rho(\cdot)$ is the Euclidean distance and $c$ is the diagonal length of the smallest enclosing box covering the two boxes.

**Joint assessment** follows joint localization. The goal is to determine the erosion and JSN scores for each joint, depending on the type of joint. These scores have discrete scales ranging from 0 to 5 and 0 to 4, respectively. The higher the score, the greater the damage is to the joint. This makes joint scoring to be treated as a classification task. However, if a degenerate distribution is used as the target during model training, there will be no gradations between classes. To counter this, we specify the following distribution for the targets. Let $p$ be the probability of labeling error. For the true class, we set the probability of the target $p_c$ to $1 - p$ if there are two neighboring classes, and $1 - \frac{p}{2}$ otherwise. For neighboring classes, we set the target probability to $\frac{p}{2}$, and for all other classes - 0. In this way, regardless of the error function, the model is penalized less for deviations from the norm of 1 point than for more significant deviations. We set $p = 0.4$. As a loss function we use the focal loss. Assuming $q$ is the predicted probability of target class, the error function equation is

$\text{L}_{\text{score}} = FL = -\alpha (1 - q(x))^\gamma p_c(x) \log q(x)$ | (3) |

TinyViT was used as a backbone for the erosion and JSN estimation models, providing the feature map. An idxx pooling operation was applied to the obtained feature map with dimensions $\text{channels} \times 7 \times 7$, which selects the top-left vector, i.e., the elements with zero values for the last two coordinates. This approach effectively creates an equivalent of the CLS token for the TinyViT transformer, compensating for its absence. The model’s head consists of two fully connected layers with a hidden dimension of 512.
Figure 2: (a) RheumaVIT is composed of the following steps. Input X-ray image of hands is split into two images of left and right hands via seam splitting; a localization model then estimates the bounding boxes for each hand’s joints. An extended region around the joint is cropped and fed to the input of the scoring model for erosion and JSN assessment. Specifically, (b) The localization stage is formulated as a regression task and solved using the EfficientNet backbone, while the TinyViT-based scoring model handles erosion and JSN classification. Pre-training the scoring model on external data in an unsupervised fashion substantially enhanced the model’s quality.

and ReLU activation function between them. The output dimension of the head is 11, comprising 6 logits for erosion and 5 logits for narrowing. During training, weighted sampling was employed to form batches, with the weight set to be inversely proportional to the frequency of the corresponding class.

Transfer learning was used to reduce model overfitting. We pre-trained the backbones (TinyViT and SWIN) on another publicly available dataset of 3818 hand radiographs [5]. The pre-training was performed in an image-to-image self-supervised setup, where the task was to reconstruct the clean image from a corrupted version. Our pre-training used the backbone as a block encoder in the UNet model. The corruption process involved adding Gaussian noise, applying geometric elastic transformations, and cropping small rectangles. The error metric for pre-training was an L1 loss function.

Medical imaging models are more likely to be positively received by physicians if they have good interpretability. Inspired by the attention rollout method [1], we adopted it as the main idea for our interpretation method. However, it was not possible to apply it directly to the used transformers due to the differences from ViT [9]. Firstly, attention is not computed over the whole image, but over windows that are shifted by half in the case of the SWIN transformer. Secondly, downsampling sometimes occurs when four windows are merged into one by combining 2x2 patch blocks into a single block. Lastly, these transformers lack a CLS token, using instead our idx pooling equivalent. Therefore, we modified the rollout procedure to obtain a correct attention matrix as output. In addition, due to the significantly smaller patch size in these transformers compared to ViT, the interpretation results are more detailed.

3.4. Implementation details

The models were implemented using PyTorch and trained on a server equipped with two NVIDIA V100 GPUs, each with 32 GB of memory, and an Intel Xeon Gold 6278C processor.

The models for erosion and narrowing assessment were also trained in two stages. The first lasted 50 epoch and assumed a frozen backbone with a starting learning rate of 2526.
$10^{-3}$. The next implies 100 epochs with a fully unfrozen backbone and a starting learning rate of $5 \times 10^{-5}$. The AdamW optimizer was used with an L2 weight decay parameter of $10^{-2}$ and gradient clipping. The batch size was set to 32. The focal loss was employed with the standard parameter, indicating that the weight is quadratically proportional to the deviation from the true probability. The choice of the lr-scheduler depended on the backbone architecture: ReduceLROnPlateau was used for regular convolutional networks, and WarmupCosineSchedule for transformer networks. During training the following image augmentations were applied: InvertImg, ColorJitter, HorizontalFlip, RandomRotate90, Rotate, CropAndPad.

3.5. Evaluation Metrics

As quality metrics for the localization task, we used the traditional Intersection over Union (IoU) score, as well as a new metric called localization accuracy. This metric evaluates the relative accuracy of the predicted bounding box location, in relation to the true bounding box location. Specifically, as long as the center of the predicted box is within the target bounding box plus or minus half the width and height of the box, it is considered a true positive. Localization accuracy has been found to be more intuitive and reliable than traditional detection and segmentation metrics, as it accounts for any errors in bounding box annotation.

In order to address the class imbalance associated with the joint scoring task, we employed the weighted metrics. These included multi-class weighted accuracy (5 classes for JSN, 6 classes for erosion), and weighted mean absolute error (MAE).

4. Results

In this section, we demonstrate the efficacy of a transformer-based deep learning approach for automatic joint assessment. We compare the performance of various existing solutions and the latest state-of-the-art models based on convolutional and transformer architectures. We also detail the techniques applied to further promote productive learning and increase the quality of the resulting method RheumaVIT.

Table 1: Erosion and JSN scoring performance. Accuracy and MAE are weighted across the joints. Average experts’ variability is measured in a 1 vs 2 regime.

<table>
<thead>
<tr>
<th></th>
<th>Erosion</th>
<th></th>
<th>JSN</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy ↑</td>
<td>MAE ↓</td>
<td>Accuracy ↑</td>
<td>MAE ↓</td>
</tr>
<tr>
<td>RetinaNet [30]</td>
<td>0.43 ± 0.09</td>
<td>1.69 ± 0.24</td>
<td>0.41 ± 0.05</td>
<td>0.58 ± 0.08</td>
</tr>
<tr>
<td>Team Shirin</td>
<td>0.62 ± 0.05</td>
<td>0.93 ± 0.17</td>
<td>0.60 ± 0.04</td>
<td>0.43 ± 0.05</td>
</tr>
<tr>
<td>Csabaibio</td>
<td>0.56 ± 0.05</td>
<td>0.95 ± 0.16</td>
<td>0.65 ± 0.04</td>
<td>0.36 ± 0.04</td>
</tr>
<tr>
<td>Zbigniew Wojna [25]</td>
<td>0.53 ± 0.05</td>
<td>1.22 ± 0.21</td>
<td>0.58 ± 0.04</td>
<td>0.45 ± 0.05</td>
</tr>
<tr>
<td>RheumaVIT (ours)</td>
<td>0.74 ± 0.05</td>
<td>0.75 ± 0.18</td>
<td>0.67 ± 0.04</td>
<td>0.36 ± 0.05</td>
</tr>
<tr>
<td>Average expert</td>
<td>0.79 ± 0.03</td>
<td>0.48 ± 0.13</td>
<td>0.76 ± 0.03</td>
<td>0.25 ± 0.04</td>
</tr>
</tbody>
</table>

To evaluate the effectiveness of the proposed pipeline, we compared it against the state-of-the-art solutions. First, we consider the top solutions in three different RA2 Dream Challenge rankings [33]. Owing to the annotation constraints, our analysis covers the top-ranked solution from the Team Shirin, Csabaibio and Zbigniew Wojna teams [25] and a recent detection-based method for a more extensive analysis [30]. The methodologies and associated hyperparameters of each competing solution were implemented in accordance with the specifications described in the corresponding original papers or published open-sourced code.

Team Shirin’s two-stage approach, which utilizes transfer learning and fine-tuning of high-performance CNN models (ResNet34, DenseNet201), proved stronger than other existing approaches for the erosion task. At the same time, Csabaibio’s two-step solution, which applies detection model and ensemble of CNNs, achieves the highest JSN scoring. Based on the Accuracy and MAE metrics displayed in Table 1, our proposed pipeline RheumaVIT outperforms the competing solutions in both tasks. We observe an Accuracy of 0.74 ± 0.05 and MAE of 0.75 ± 0.18 for erosion estimation, and 0.67 ± 0.04 Accuracy and 0.36 ± 0.05 MAE for JSN estimation. The confusion matrices of the best model for erosions and JSN are presented in Figure 3a and Figure 3b, respectively. The model’s prediction quality clearly aligns with that of human annotators. Notably, for certain joints, the model’s estimation of erosion and JSN scores even surpasses that of some physicians.

Figure 3: Confusion matrices for the RheuthmaVIT predictions of erosion (a) and JSN (b) scores.

4.1. Localization

We considered two main approaches to address the localization problem: detection and regression. We implemented RetinaNet and SSD as detection models and observed that

2https://doi.org/10.7303/syn21478998
3https://github.com/patbaa/RA2_dream
both detection-based models and the basic variant of the regression model bring comparable results in terms of localization accuracy. For instance, as Table 2 demonstrates, the model of SSD yields an IoU score of around 0.68, which is roughly equivalent to the experiment with ResNet-50 trained via DIoU-loss and a coordinate grid.

Nevertheless, the detection-based model architecture is excessive for joint localization tasks, since it considers the possibility of multiple boxes of the same class, while in current task all hand joints are unique and have the exact amount. Therefore, we prioritized the further exploration of the regression approach. We examined different loss functions (MSE and DIoU) and backbone architectures (ResNet and EfficientNet). Further, we found that utilization of a coordinate grid as an additional input channel and generation of a loss minimization scheme through a gradual transition from MSE loss to DIoU-loss in later epochs resulted in remarkable improvement of both IoU and localization accuracy scores (0.72 and 0.99 respectively).

### 4.2. Ablation study of erosion and JSN scoring

Table 3: Ablation study to establish most efficient backbone for scoring stage in RheumaVIT. Accuracy and MAE are weighted across joints. Average experts’ variability is measured in a 1 vs 2 regime.

<table>
<thead>
<tr>
<th></th>
<th>Erosion</th>
<th>JSN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>MAE</td>
</tr>
<tr>
<td>VGG</td>
<td>0.63 ± 0.05</td>
<td>0.79 ± 0.19</td>
</tr>
<tr>
<td>EfficientNet</td>
<td>0.58 ± 0.05</td>
<td>1.23 ± 0.28</td>
</tr>
<tr>
<td>SWIN</td>
<td>0.62 ± 0.05</td>
<td>0.95 ± 0.21</td>
</tr>
<tr>
<td>TinyViT</td>
<td>0.74 ± 0.05</td>
<td>0.75 ± 0.18</td>
</tr>
<tr>
<td>MobileViT</td>
<td>0.61 ± 0.05</td>
<td>1.06 ± 0.23</td>
</tr>
<tr>
<td>Average expert</td>
<td>0.79 ± 0.03</td>
<td>0.48 ± 0.13</td>
</tr>
</tbody>
</table>

To determine the optimal solution for the feature evaluation task of rheumatoid arthritis, we undertook a comprehensive ablation study. Through our experiments, we identified the best combination of factors and the most effective backbone architecture, which together produced the highest-quality results for evaluating scoring models.

We identified three most important factors that influence the quality of the models: bounding box expansion coefficients, pretraining of backbone on an external dataset, and the use of two independent models or a single shared model to predict erosion and JSN scores. (Appendix B) For erosion estimation the most effective was pre-training the backbone model on an external dataset and then fine-tuning the final model with a combination of extended joint images for both erosion estimation and JSN tasks. Remarkably, the models for JSN scoring showed superb performance when trained independently from the erosion estimation models, with pre-training the backbone model and usage of augmented boxes having negligible influence on the final quality.

![Figure 4: The histograms corresponding to MAE metric of the models for erosion (a) and JSN (b) evaluation](Image)

We also considered five different models as backbones: VGG, EfficientNet, Swin, TinyViT, and MobileViT. We carefully chose the optimal hyperparameters for training for each backbone model. Through a thorough search on three key factors and five different backbones, conducted on a subset of the data, we successfully determined the most suitable combination of factors for evaluating erosion and JSN models. VGG, SWIN, and TinyViT models demonstrated the highest performance. However, it can be observed that the TinyViT transformer model excelled as among other competing backbones Table 3 both for each metrics and for each task demonstrating for erosion 0.74 ± 0.05 Accuracy and 0.75±0.18 MAE and 0.67±0.04 Accuracy, 0.36±0.05 MAE for JSN, accordingly.

### 4.3. Interpretation

To gain insights into our model, we applied feature map visualization using the attention rollout method. This technique provides a comprehensive understanding of how input patterns are processed internally, allowing us to trace the paths of individual neurons through the network’s layers and observe the contributions of different elements to the
model’s decision-making process. The interpretation examples of the best models are shown in Figure 5. For JSN, the model primarily focuses on the area between the joints, while for erosion, the focus is on the bone borders. This observation is consistent with the definition of these destructive changes. Furthermore, when examining a specific joint, the JSN model tends to consider neighboring joints more frequently and extensively than the erosion model. Based on the results, it can be inferred that the model effectively captures task-specific patterns that are essential for both erosion and JSN tasks.

5. Discussion and conclusion

This paper offers a thorough review of the methodologies currently in use for automated joint assessment and showcases the effectiveness of transformer-based models. Through extensive empirical evidence, we confirm that the proposed vision transformer-based pipeline, RheumaVIT, surpasses existing methods, delivering superior accuracy and precision.

Our study utilized a dataset curated by the V.A. Nasonova Research Institute of Rheumatology, comprising 330 hand radiographs annotated according to the Sharp method. It’s worth noting that while current datasets aren’t publicly accessible, we will make ours available for future research. Additionally, we furnish a detailed analysis of established approaches and modern models.

Despite the complexity and variability among patient images, the most efficient algorithms consistently achieved a commendable prediction accuracy and reproducibility.

Our investigation led to several significant observations. If the prior research established that JSN task was probably much more straightforward for the model, given that it involved measuring distances, while the identification of erosions necessitated in-depth understanding of bone morphology and destruction. It can be deduced that the experiments based on transformer models yielded a superior performance in the JSN task, potentially due to the advanced components of the architecture that most likely enabled a more exact understanding of the various morphological properties of erosion identification. Besides, considering the characteristic postures present in radiographs, such as bent fingers, the true distance between the bones can be misinterpreted, thus making it more challenging for the model to accurately predict JSN score.

In this study, it was observed that for the assessment of erosion and JSN, a single shared model demonstrated the best quality for erosion, while independent models tended to provide a better performance for the JSN assessment. Clinically, arthritis progression typically entails firstly the appearance of JSN and then the emergence of erosions, hence it was hypothesized that accounting for both JSN and erosion in a shared model might improve the accuracy of the overall assessment of erosion. But an independent model seemed to perform better than a shared model for the assessment of JSN alone, though the exact reason behind this remains inconclusive. Nonetheless, in this particular investigation, we assumed the main reason is the chosen pipeline due to the uneven distribution of erosion weights, and training a single shared model for JSN might have had an adverse effect on its assessment.

The evaluation of the best model with roll-out interpretation revealed its ability to capture the clinical specific patterns typical for erosion and JSN progression. This suggests that the model is capable of performing sophisticated diagnoses regarding erosion and JSN status of joint areas based on the images.

In comparison to convolution models, transformers are typically perceived as requiring ample data to be effectively trained. The development of complex architectures and extensive research on the behavior of vision transformers have made it possible to adapt them to the most existing task. Furthermore, there are a lot of methods that can improve the quality and prevent overfitting, such as pre-training, transfer learning, augmentations techniques, as well as more specific measures such as increasing the size of bounding boxes, weighted sampling, smoothed loss function, and careful selection of hyperparameters. Through a combination of these methods, it is possible to reach new heights of performance when dealing with these tasks.

This study presents certain limitations associated with the number of images available for training. For algorithms to possess a greater level of reliability, large repositories of annotated images taken from extensive observational studies and clinical trials must be used for experiments. Additionally, the models should be subject to constant validation on new data in order to ascertain the accuracy and robustness of the algorithms.

For potential future research, extending the joints assess-
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