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Abstract

Pancreatic ductal adenocarcinoma (PDAC) is a highly aggressive cancer with limited treatment options. This research proposes a workflow and deep learning-based segmentation models to automatically assess tumor-vessel involvement, a key factor in determining tumor resectability. Correct assessment of resectability is vital to determine treatment options. The proposed workflow involves processing CT scans to segment the tumor and vascular structures, analyzing spatial relationships and the extent of vascular involvement, which follows a similar way of working as expert radiologists in PDAC assessment. Three segmentation architectures (nnU-Net, 3D U-Net, and Probabilistic 3D U-Net) achieve a high accuracy in segmenting veins, arteries, and the tumor. The segmentations enable automated detection of tumor involvement with high accuracy (0.88 sensitivity and 0.86 specificity) and automated computation of the degree of tumor-vessel contact. Additionally, due to significant inter-observer variability in these important structures, we present the uncertainty captured by each of the models to further increase insights into the predicted involvement. This result provides clinicians with a clear indication of tumor-vessel involvement and may be used to facilitate more informed decision-making for surgical interventions. The proposed method offers a valuable tool for improving patient outcomes, personalized treatment strategies and survival rates in pancreatic cancer.

1. Introduction

Pancreatic ductal adenocarcinoma (PDAC) is one of the most aggressive malignancies with a dismal prognosis and an overall 5-year survival rate of less than 10% [19]. Despite recent advancements in the field of oncology, pancreatic cancer often goes undetected until it has progressed into an advanced stage. As a result, the majority of patients have advanced or metastatic disease, leading to limited treatment options and poor outcomes [6]. With its high mortality rate and limited treatment options, identifying the optimal management approach for pancreatic cancer patients remains a crucial area of clinical focus. In recent years, the concept of resectability [24, 21, 29] has emerged as a pivotal factor in determining the appropriate treatment strategy, emphasizing the importance of accurately assessing the feasibility of curative surgical resection.

Pancreatoduodenectomy (PD) is the cornerstone for surgical treatment of pancreatic cancer. However, this procedure poses significant technical challenges and is associated with a considerable morbidity rate, ranging from 20% to 30% [23]. Furthermore, a mere 20% of patients are considered eligible for resection upon initial diagnosis [9]. Therefore, it is essential to carefully evaluate vascular involvement of the tumor and identify potential arterial anatomical variations during preoperative assessment. These factors play a critical role in determining the feasibility of surgical resection [7]. Currently, multi-phase contrast-enhanced multi-detector computed tomography (MDCT) is the gold standard for evaluating pancreatic cancer and determining the resectability. Standardized resectability criteria are used to tailor the need for neoadjuvant therapy and select patients for (minimally-invasive) surgical resection [24]. Resectability is graded as either resectable, borderline resectable, or unresectable, based on the degrees of contact between the tumor and surrounding vasculature [21, 28, 29]. However, determining surgical resectability based on CT scans can be difficult, especially after neoadjuvant treatment. Tumor regression after neoadjuvant treatment is rarely visible on CT and the amount of vascular involvement tends to be over-estimated [21, 3, 1, 13]. Moreover, existing literature demonstrates significant inter-observer variability, even among highly experienced clinicians [27, 11]. As such, clinicians are hardly able to accurately assess tumor resectability [22].

By leveraging a deep learning-based clinical decision support system (CDSS), there is a potential for significant
improvement in resectability assessment, empowering clinicians with assistance, enhancing the overall accuracy, and reducing interobserver variability of the process. This research proposes a workflow to acquire a focused region of interest concerning PDAC and surrounding anatomical structures. Three deep learning-based segmentation architectures are implemented to segment the structures of interest to ultimately present multiple levels of clinically-relevant information. The initial segmentations are used to assess tumor size and location with respect to the surrounding anatomy. From the tumor and vessel segmentations the involvement is automatically calculated to, first of all, determine if there is involvement and secondly, the extent thereof. Each of these steps carries additional clinical value and further insights into patient treatment options. Finally, we present the ambiguity captured by each of the models and show how this ambiguity can aid in the resectability decision-making process. The research contributions are as follows.

- The implementation and evaluation of 3 deep learning-based segmentation architectures (3D nnU-Net, custom 3D U-Net and Probabilistic 3D U-Net) for the multi-class segmentation of PDAC and relevant surrounding anatomy.
- A new overlap loss (OLL) function that encourages segmentation of the tumor and vessels in the overlapping regions.
- High segmentation accuracies (veins 0.88 Dice, arteries 0.86 Dice, and importantly, the pancreatic tumor 0.66 Dice), that enable automated detection of tumor-vessel involvement and, where possible, utilizing the segmentation to compute degrees of involvement.
- Explainable uncertainty segmentations and visualizations of the critical structures along with direct effects of the uncertainty on the final tumor-vessel involvement assessment.
- We are the first to present high sensitivity (88.2%) and specificity (85.7%) in automated detection and assessment of tumor-vessel involvement, enabling clinicians to make more precise and informed decisions regarding surgical resection.

This research paper concentrates on various methods to automatically determine the extent of the tumor-vessel involvement - the core criterion for which the tumor is evaluated for resectability. Automated segmentation of tumor, pancreas, veins, arteries, common bile duct and pancreatic duct is realized using the 3D nnU-Net [10], a 3D U-Net [5] and the Probabilistic 3D U-Net [31]. The resulting segmentations are employed to compute and predict tumor involvement as a metric for surgical decision-making. The layout and extent of involvement serves as assistance for the surgeon in assessment of resectability and surgical planning.

2. Related Work on PDAC Detection, Segmentation & Resectability Prediction

Deep learning-based methods have demonstrated significant potential in the detection of pancreatic cancer on CT scans. Several studies have employed classification networks and achieved high accuracy in detecting PDAC and other types of pancreatic cancer [14, 25, 18, 20, 34, 32, 15, 38, 16]. Recently, segmentation for the classification of pancreatic cancer has garnered significant attention, since it both detects and localizes cancer [40, 33, 39, 2, 4]. Notably, Viviers et al. [30] and Alves et al. [2] have proposed a similar segmentation-for-classification framework, leveraging the surrounding anatomy and secondary tumor indicative features, such as the common bile duct and pancreatic duct, to enhance tumor segmentation and improve detection accuracy. Obtaining an automated detailed segmentation map of the tumor provides high clinical value. As such, Mahmoudi et al. [17] have proposed a hybrid 2D-3D segmentation-based approach for detailed segmentation of the tumor mass and surrounding vessels in tumor-only cases. While they showcase good segmentation accuracy (Dice: 0.61 PDAC, 0.81 Artery and 0.73 Vein), they note that a full 3D method will further improve results and will be essential for determining tumor-vessel in-
volvement. Recently, Yao et al. [36] presented a multicenter, retrospective study in which they construct an imaging-derived prognostic biomarker, dubbed DeepCT-PDAC, for overall survival (OS) rate prediction. They train segmentation (nnU-Net) and prognostic models (CE-ConvLSTM and Tumor-vascular Involvement 3D CNN) to model the tumor-anatomy spatial relations. The 3D predictions of PDAC, the portal vein and splenic vein (PVSV), superior mesenteric vein (SMV), superior mesenteric artery (SMA) and truncus coeliacus (TC) are used in the Tumor-vascular Involvement 3D CNN branch. Contact area features are predicted to be used in a final risk score or OS prediction. While the research presents impressive results for the accuracy of OS predictions, intermediate steps leading to the final prediction remain unclear at a clinical level which could inhibit adoption as a co-pilot or assistive tool to oncologists. Instead, CAD models should present clinically-relevant information based on the current way of working and allow the oncologist to assess each point to finally decide on patient treatment options. Despite the remarkable progress in utilizing deep learning models for PDAC segmentation, the achieved accuracies are still relatively low and may not be adequate for determining PDAC resectability.

3. Methods

3.1. Data Collection

This retrospective single-center research study investigate PDAC resectability in 99 patients specifically located in the pancreatic head. Determined by radiological assessment, a group of 50 patients have PDAC without vascular involvement, while 49 patients have PDAC with potential involvement of critical adjacent vasculature. We employ contrast-enhanced CT images obtained from the Catharina hospital. Each patient underwent a multi-phase pancreatic protocol CT scan, including (at least) the portal-venous phase, parenchymal phase, arterial phase, or late liver phase. Consequently, a total of 195 CT scans were included in our analysis. Prior to conducting the research, all CT scans were meticulously annotated. Under supervision of an expert abdominal radiologist, a surgical resident manually annotated all the relevant anatomical structures at voxel-level, including the tumor, pancreas, pancreatic duct (PD), common bile duct (CBD), aorta, superior mesenteric artery (SMA), celiac trunk, hepatic artery, splenic artery, splenic vein, superior mesenteric vein (SMV), portal vein, gastroduodenal artery (GA) and inferior vena cava. For model training purposes, we aggregated the different arteries into a single arterial structure and, similarly, all the veins into one venous structure. Determining tumor resectability requires careful consideration of tumor presence, size and its relationship with surrounding anatomical structures. Particularly, the extent of contact between the tumor and neighboring veins and arteries plays a crucial role. This degree of contact is typically computed after the clinician made segmentation delineations where each of the structures are (or could be based on their best knowledge). Consequently, CT voxels have the potential to belong to multiple structures simultaneously. Figure 1 illustrates an example along with corresponding ground-truth annotations of the involvement. Due to the inherent ambiguity in the data and low contrast in some phases, segmentations and the derived tumor-vessel involvement varies between subsequent scans of the same patient. As such, reported results are on a per scan basis.

3.2. Segmentation models

This research employs three segmentation models to segment the tumor and surrounding anatomy. We train the (1) 3D nnU-Net to automatically segment the structures of interest in 3D. The six different structures are layered from the least to most important: pancreas, common bile duct, pancreatic duct, arteries, veins, tumor. To determine overlap, a 7th and 8th pseudo structure is created for the tumor-artery and tumor-vein overlap. A custom 3D U-Net is developed (2) to segment the structures in multi-channel 3D, alleviating the need for pre-computed pseudo labels and enabling direct overlap prediction. The model is set up to be identical to that of the default nnU-Net, except for a final sigmoid activation, instead of softmax probabilities in the nnU-Net, that enable mutually independent class predictions. This approach was also chosen to have a fair indication of the effect of our novel overlap loss (2). The (3) Probabilistic 3D U-Net follows the same segmentation scheme as the 3D U-Net and is utilized to express the aleatoric uncertainty in the structures of interest by presenting multiple plausible segmentation hypotheses. In Figure 2, these three approaches are showcased along with the initial tumor detection pipeline.

3.3. Data Preparation & Training Details

The data for resectability prediction is prepared according to the workflow depicted in Figure 1. In Section 2, various methods are presented that achieve high PDAC detection accuracy with reasonable segmentation accuracy. As such, we continue by cropping around the tumor center. This is implemented based on the ground-truth tumor labels, however, in practice this is performed by a prior segmentation model. We crop the CT scan and corresponding labels of the tumor, pancreas, pancreatic duct, common bile duct and an aggregate of all the arteries and veins (as mentioned in Section 3.1). For the nnU-Net implementation, two additional overlapping pseudo labels are created. The dataset is resampled to the mean dataset size ([1mm, 0.67mm, 0.67mm] in the z, y, x-axes) and cropped to [64, 128, 128] voxels in the z, y, x-axes, respectively.
We perform a 70%/15%/15% patient dataset train/validation/test split. The test split is chosen by a surgical resident to be representative of the distribution of the tumor size, location and involvement present in our dataset. From the 85% train/validation data we perform threefold bootstrapping using random patient splits and report results on the validation and test splits. The full resolution 3D nnU-Net is employed as reported publicly without any modifications. The custom 3D U-Net is implemented in PyTorch and extends on the work by Wolny et al. [35]. The Probabilistic 3D U-Net is adapted from the implementation by Viviers et al. [31] and available online. During training, we only employ the loss function introduced in Eq. (3) and all other U-Net model parameters are chosen to be consistent with that of the nnU-Net where possible. The U-Nets are 5 layers deep with 32, 64, 128, 256, and 320 filters at each layer, respectively. A cosine annealing strategy is employed to modulate the Probabilistic 3D U-Net elbo beta between 1 and 10. All the models were trained for 1000 epochs with the Adam optimizer and a linear decaying learning rate scheduler. During training, the model weights with the best validation performance are chosen.

Recent advancements in semantic segmentation for medical applications have demonstrated the effectiveness of combining binary cross-entropy (BCE) and Dice loss functions to enhance performance [10]. The cross-entropy loss is proficient in capturing global context and penalizing misclassifications, while the Dice loss emphasizes spatial overlap and similarity. Although optimizing these objectives contributes to determining the overlap between tumors and vessels, we propose a loss function, called the Overlap Loss (OLL). Let $x \in \mathcal{X}$ and $y \in \mathcal{Y}$ be random variables taking values in $\mathbb{R}^{Z \times H \times W}$ and $\mathbb{R}^{C \times Z \times H \times W}$, and representing the input images ($Z$ image depth, $H$-height and $W$-width) and ground-truth masks, respectively. We define random variables $T \in \mathcal{T}$, $A \in \mathcal{A}$ and $V \in \mathcal{V}$, representing tumor, artery and vein segmentation masks, respectively, which are elements in subsets of $\mathcal{Y}$. Let the pseudo overlap labels $\alpha$ and $\nu$ for the tumor-artery and tumor-vein pairs be defined as
\begin{equation}
\alpha = T \odot A, \ \nu = T \odot V,
\end{equation}
where $\odot$ implies the element-wise product. Then, the OLL is denoted by
\begin{equation}
H_o = H(\hat{\alpha}, \alpha) + H(\hat{\nu}, \nu),
\end{equation}
where $H$ is the element-wise BCE. Hat notation is utilized to differentiate sigmoid-activated logit predictions from ground-truth masks. It is important to note that sigmoid activation precedes the creation of the pseudo labels.

The OLL directly aims to optimize the predictions of the overlapping structures. Although the objective to accurately predict the degrees of involvement is computed based on contact/adjacent pixels (see Section 3.4), we conjure that accurate overlap prediction will result in precise delineation of the contact area. By introducing this direct objective, we anticipate further improvements in the accuracy of segmentation results in the areas of interest and subsequent analysis. The complete training objective (CLL) for the 3D U-Net and the reconstruction loss for the Probabilistic 3D U-Net can then be formulated as
\begin{equation}
\text{CLL} = \alpha \times \left[ \beta \times H(p, q) + (1 - \beta) \times \text{Dice}(p, q) \right] + (1 - \alpha) \times H_o(p, q),
\end{equation}
where $\beta$ and $\alpha$ are weighting factors between the different loss components. Empirically, we found that $\beta = 0.5$ and $\alpha = 0.8$ works well.
3.4. Computing & Assessing Vessel Involvement

The degree of tumor-vessel involvement is computed on a per 2D-axial slice basis. The contact area between the tumor and the vessel is calculated based on adjacent pixels, which is followed by calculating the vessel centroid and the length of each of the contact pixels’ distance to the vessel center. The angle between each pixel and the center is calculated using the 4-quadrant arctangent function. The maximum and minimum angle are then used to determine the degree of involvement. The result can be observed in Figure 1. It is important to note that while clinicians do not have automated tools to perform this, the degree of involvement is assessed in a similar way.

We introduce a classification metric of predicting involvement with the arteries and veins: if the resulting tumor and artery/vein segmentation predictions have involvement (degree > 0), even at the wrong location compared to the GT, while the GT also has involvement somewhere, we consider it a true positive (TP) prediction. If there is involvement prediction and the GT has no involvement, it is a false positive (FP). In the case of no predicted involvement whatsoever and the GT also has no involvement, we consider it a true negative (TN) and vice-versa for false negatives (FN). For the scan level sensitivity and specificity we follow the same procedure (if either the artery or vein involvement is a TP, then at scan level it is a TP and so forth). Additionally, we provide sensitivity and specificity result for the clinically relevant SMV, PV, SMA, Truncus. In this case, we remove the arterial and venous predictions with overlap with the pancreas and compare it to the GT aggregate of the SMV and PV (venous) or SMA and Truncus (arterial). The Dutch Pancreatic Cancer Group (DPCG) [29] classifies tumor resectability based on the degrees of tumor-vessel contact. The tumor is resectable if SMV and PV has ≤90° contact, borderline resectable if the contact is between 90° and 270° and irresectable if the contact is > 270°. For the arterial vasculature it is borderline resectable for ≤90° contact and any amount of involvement more than 90° deems the tumor irresectable.

3.5. The Effect of Ambiguity on Tumor-Vessel Involvement

Accurate estimation of uncertainty is vital in image segmentation tasks to assess the reliability of the predicted segmentations. In this study, we compute the tumor-vessel involvement directly from the segmentations and, as such, any variation in the resulting segmentation can have a large impact on the involvement prediction and the extent (degree) thereof. We propose a comprehensive approach that ensembles different model folds and a probabilistic modeling approach to capture both epistemic and aleatoric uncertainty in the resulting segmentations.

To capture epistemic uncertainty, we construct an ensemble of our segmentation models. Each model in the ensemble is trained with different weight initializations and training dataset folds. By considering the disagreement among the ensemble members as samples from the model weight distribution, we can effectively capture the model’s epistemic uncertainty regarding the true segmentation [8, 37]. The ensemble for 3D nnU-Nets and 3D U-Nets are thus capable of expressing the epistemic uncertainty. To address aleatoric uncertainty associated with ambiguity in the image data, we employ a probabilistic U-Net [12, 26]. The probabilistic U-Net explicitly models the uncertainty within data by learning a lower-dimensional latent distribution of plausible variations in the output. This enables us to capture the inherent variability and ambiguity in voxel-level predictions [26]. By integrating the ensemble of probabilistic U-Nets, we obtain a holistic uncertainty estimation framework that captures both epistemic and aleatoric uncertainty. This combined uncertainty estimation approach enhances the interpretability and reliability of the segmentation results.

Practically, for the nnU-Net and 3D U-Net, we interpret the mean and standard deviation of the predicted segmentation probabilities across the 3 folds as the mean prediction and the epistemic uncertainty. The predicted probabilistic U-Net sigmoid probabilities can be written as \( Y \in \mathbb{R}^{S \times C \times Z \times H \times W} \), where \( S \) are the samples. Computing \( \sigma(Y) \) is the aleatoric uncertainty and \( \mu(\sigma(Y_0), \sigma(Y_1), \sigma(Y_2)) \) is the mean aleatoric uncertainty across the three model folds. The epistemic uncertainty can be computed as \( \sigma(\mu(Y_0), \mu(Y_1), \mu(Y_2)) \). Figure 4 depicts the sum of the aleatoric and epistemic uncertainty for the probabilistic U-Net.

4. Results & Discussion

The experimental results are listed in Table 1, Table 2 and Figure 4. The mean and standard deviations are reported of the sensitivity, specificity and Dice (across all cases) on the validation sets, the three different models (from the folds) on the test set and an ensemble of the models’ folds predictions on the test set. We do not include any results on segmentation performance of the pancreas, PD or CBD since it does not directly contribute to the tumor-vessel involvement focus of this study. As presented in Table 2 and Figure 3, we provide an \( R^2 \) score on how well the predicted maximum involvement correlates to the GT maximum involvement. We produce this plot by taking the maximum involvement angle at any slice (computed using the GT) and compare it with the maximum predicted angle of involvement. The maximum angle of involvement is one of the most important criteria used by clinicians in determining the treatment plan. Figure 4 showcases the performance of the three segmentation models on a scan from our test set. The particular model ensemble prediction, the overlapping structure (either predicted or derived) and com-
computed degrees of involvement are present. In the following row the associated uncertainty is showcased (computed as described in Section 3.5). The heat map is on a standard 0-0.5 scale and clipped below 0.01 to enable visualization of the background. The segmentations derived by subtracting 1, adding 1 and adding 2 voxel-level standard deviations are presented in the next columns to showcase the effect the uncertainty can have on the final tumor-vessel involvement prediction.

Validation Results: In terms of segmentation accuracy, the nnU-Net outperforms the other models and achieves tumor, artery and vein Dice score of 0.67±0.03, 0.88±0.02 and 0.87±0.02. However, the overlap Dice scores for artery and vein are low, indicating difficulty in delineating these pseudo structures. The OLL used in the 3D U-Net hardly affected the Dice scores of the overlapping structures compared to the nnU-Net. Sensitivity and specificity values for artery and vein segmentation varies, with the vein sensitivity showing higher performance compared to artery sensitivity. However, the OLL significantly boosts both artery (0.48±0.17) and vein (0.86±0.07) sensitivity of the 3D U-Net at the cost of a few FP predictions.

Test Results: The obtained segmentation accuracies align closely with the validation results. Specifically, the proposed OLL approach exhibits enhanced generalizability, with the 3D U-Net model showing slight improvements in the dice scores for overlapping structures. The artery overlap segmentation achieved a dice score of 0.02±0.01 compared to the baseline score of 0, while the vein segmentation yielded a Dice score of 0.14±0.03, surpassing the baseline score of 0.08±0.01. These low scores can be attributed to very small structures, large GT variability and general difficulty in accurate delineation due to lack of contrast. Sensitivity and specificity values for artery and vein segmentation on the test set are generally consistent with the validation results. However, it is worth noting that the 3D U-Net model displays larger standard deviations, indicating that some model folds agree well with the test set, while others demonstrate certain discrepancies.

Test Ensemble: Predictions from the three folds are combined, resulting in a minor segmentation performance increase across all the models. The overlap Dice scores for artery and vein remain low, however, the 3D U-Net shows improvements over the nnU-Net that result in larger detection performance improvements for both involvement with the artery and vein.

Degree of Involvement: In Table 2 and Figure 3 it can be seen that there is moderate agreement between the predicted angle of involvement and the ground truth angle for the vascular structures in the validation, test and test ensemble for the 3D nnU-Net. The overlap Dice scores for artery and vein overlap segmentation varies, with the vein sensitivity showing higher performance compared to artery sensitivity. However, the OLL significantly boosts both artery

Table 1: Segmentation and overlapping scores obtained with the 3D nnU-Net, 3D U-Net and Probabilistic 3D U-Net across 3 validation folds. These three models applied to the test set and an ensemble of these predictions.

<table>
<thead>
<tr>
<th>Metric</th>
<th>3D nnU-Net</th>
<th>3D U-Net OLL</th>
<th>Prob. 3D U-Net OLL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tumor Dice</td>
<td>0.67 ± 0.03</td>
<td>0.65 ± 0.02</td>
<td>0.50 ± 0.03</td>
</tr>
<tr>
<td>Artery Dice</td>
<td>0.88 ± 0.02</td>
<td>0.83 ± 0.01</td>
<td>0.84 ± 0.03</td>
</tr>
<tr>
<td>Vein Dice</td>
<td>0.97 ± 0.02</td>
<td>0.85 ± 0.03</td>
<td>0.86 ± 0.02</td>
</tr>
<tr>
<td>Artery Overlap Dice</td>
<td>0.51 ± 0.04</td>
<td>0.64 ± 0.01</td>
<td>0.55 ± 0.03</td>
</tr>
<tr>
<td>Vein Overlap Dice</td>
<td>0.16 ± 0.09</td>
<td>0.17 ± 0.05</td>
<td>0.14 ± 0.04</td>
</tr>
<tr>
<td>Artery Sensitivity</td>
<td>0.35 ± 0.18</td>
<td>0.48 ± 0.17</td>
<td>0.39 ± 0.12</td>
</tr>
<tr>
<td>Artery Specificity</td>
<td>1.00 ± 0.00</td>
<td>0.90 ± 0.06</td>
<td>0.85 ± 0.05</td>
</tr>
<tr>
<td>Vein Sensitivity</td>
<td>0.79 ± 0.15</td>
<td>0.86 ± 0.13</td>
<td>0.85 ± 0.05</td>
</tr>
<tr>
<td>Vein Specificity</td>
<td>0.87 ± 0.11</td>
<td>0.87 ± 0.07</td>
<td>0.73 ± 0.25</td>
</tr>
<tr>
<td>Scan Sensitivity</td>
<td>0.81 ± 0.14</td>
<td>0.87 ± 0.11</td>
<td>0.87 ± 0.03</td>
</tr>
<tr>
<td>Scan Specificity</td>
<td>0.92 ± 0.11</td>
<td>0.85 ± 0.03</td>
<td>0.74 ± 0.2</td>
</tr>
</tbody>
</table>

Table 2: Correlation between ground-truth and predicted involvement. Following the DPCG criteria [29] the tumor-vein (first set of brackets) and tumor-artery (second set of brackets) involvement is categorized and assessed.

<table>
<thead>
<tr>
<th>Metric</th>
<th>3D nnU-Net</th>
<th>3D U-Net</th>
<th>Prob. 3D U-Net</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artery $R^2$</td>
<td>−0.07 ± 0.26</td>
<td>−0.17 ± 0.09</td>
<td>−0.55 ± 0.56</td>
</tr>
<tr>
<td>Vein $R^2$</td>
<td>0.34 ± 0.39</td>
<td>0.16 ± 0.40</td>
<td>−1.95 ± 2.76</td>
</tr>
</tbody>
</table>

Test Ensemble vascular criteria SMV, PV, SMA, Truncus involvement

<table>
<thead>
<tr>
<th>Degree of Involvement</th>
<th>Artery $R^2$</th>
<th>Vein $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0° ~ Involvement</td>
<td>(19/19), (27/30)</td>
<td>(19/19), (28/30)</td>
</tr>
<tr>
<td>0° &lt; Involvement ≤ 90°</td>
<td>(5/5), (1/1)</td>
<td>(5/5), (1/1)</td>
</tr>
<tr>
<td>90° &lt; Involvement ≤ 270°</td>
<td>(0/7), (0/1)</td>
<td>(27/0), (0/1)</td>
</tr>
<tr>
<td>≥ 270° &lt; Involvement</td>
<td>(1/1), (0/0)</td>
<td>(1/1), (0/0)</td>
</tr>
</tbody>
</table>

Table 1: Correlation between ground-truth and predicted involvement. Following the DPCG criteria [29] the tumor-vein (first set of brackets) and tumor-artery (second set of brackets) involvement is categorized and assessed.
The 3D U-Net initially underestimates the involvement, but and therefore, the treatment strategy will not be affected. For cases with extensive involvement in our dataset, the models tend to underestimate the tumor size and involvement, indicating a potential limitation in capturing extensive involvements accurately. This can be attributed to the absence of cases with extensive involvement in our dataset.

Test Ensemble Uncertainty: The models’ uncertainties are presented in Figure 4 for a scan from our test set that, in this slice, appears to be borderline resectable (90° < Involvement ≤ 270°) due to the involvement with the SMV. Incorporating the uncertainty in the segmentation predictions allows for a likelihood-based evaluation of the tumor-vessel degree of involvement. In the example, the nnU-Net underestimates the tumor size and involvement and is predicting a resectable tumor. With very defined uncertainty regions, taking uncertainty steps (-1σ, +1σ and +2σ) does not change the degree of involvement by much and therefore, the treatment strategy will not be affected. The 3D U-Net initially underestimates the involvement, but with +2σ steps, the borderline-resectable margin is crossed, indicating a potentially larger tumor with more involvement and the correct treatment approach. The Probabilistic 3D U-Net already predicts the correct response (borderline resectable) with a larger degree of involvement (107.67°). While the model is capable of expressing all the uncertainty, in this case it does not affect the predicted resectability.

Across the board we see good segmentation accuracies for the desired structures of veins, arteries and the pancreatic tumor. Although the deep learning models demonstrate promising segmentation results, there is still room for improvement, particularly in the tumor and capturing the area of overlap between the tumor and vessels which, we conjecture correlates with the contact area and ultimately the degrees of involvement. The lower tumor Dice can be connected to the lack of visual information, both in texture and contrast, in CT volumes concerning the tumor. This can be readily understood, since this overlap measurement is a secondary step after the primary step of obtaining sufficient segmentation accuracy of the individual components. Presenting the $R^2$ metric, the effect of OLL and valuable uncertainty estimates is a first attempt at accurately quantifying the amount of overlap and extent of tumor-vessel involvement. Obtaining a more accurate measurement and a metric that incorporates uncertainty in the involvement assessment is presently ongoing work. As for our primary objective, we obtain high classification accuracy from the segmentations, clearly predicting tumor-vessel (sensitivity 88% and specificity 0.86%) and tumor-critical vessel (sensitivity 92% and specificity 0.89%) involvement. These results are of high clinical value and very encouraging because it is achieved by mimicking the clinical way of working from deriving tumor-vessel contact based on the previously mentioned segmentation results.

Limitations: These findings are based on a small dataset, particularly concerning tumor-artery involvement. Accurate assessment of tumor-vessel involvement heavily relies on precise segmentation, which needs to exactly match the annotations provided by experts. However, achieving such accuracy is challenging, considering the inherent ambiguity associated with tumor visibility on CT which is openly discussed among experienced clinicians. This work is one of the first to facilitate and contribute to this difficult problem that clinicians have to face on a daily basis with potentially severe patient consequences in decision-making.

5. Conclusion

This study is the first to present a workflow for acquiring a focused region of interest in pancreatic ductal adenocarcinoma (PDAC) CT scans, with the aim of predicting tumor-vessel involvement and tumor resectability. Three deep learning-based segmentation architectures (3D nnU-Net, a 3D U-Net with overlap loss (OLL) and the Probabilistic 3D U-Net with OLL) have been implemented and evaluated for the automated segmentation of PDAC and important anatomical surrounding structures. These delineations are levered for the automated detection and computation of degree of involvement for tumor-vascular contact. In addition, we present the uncertainty captured by each of the models and show how it can affect the involvement prediction, providing clinicians with uncertainty intervals of in-
Figure 4: Ground truth (top) and predictions of the three models from a test set case.
volvement. The first stage of anatomical structure segmentation is achieved with remarkably high accuracies for veins (Dice 0.88), arteries (Dice 0.86), and, importantly, the pancreatic tumor (Dice 0.66) with the 3D U-Net, enabling the tumor-vessel involvement prediction. While precisely measuring the amount of involvement is still a challenge, utilizing the computed degrees of involvement with the critical structures to classify resectability shows compelling results. The presence of tumor involvement is determined with high sensitivity (0.88) and specificity (0.86), providing clinicians with a clear indication of involvement, paving the way for more informed decision-making capabilities for surgical interventions and personalized treatment strategies.
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