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Used F1 mAP Recall Pre- AUC
Feature Pyramid cision

4th 27.23 32.66 76.39 20.54 82.69
4th + 2nd 26.97 30.92 74.32 20.33 81.26

4th + 3rd + 2nd 27.12 31.96 74.91 20.42 81.75
4th + 3rd + 2nd + 1st 26.88 31.61 75.57 20.22 81.61

Table 1: Performance of Feature Pyramid Classifier,
use binary enc=1, use concatenate=1

Appendix A. MIMIC validation result using
FPSM based on Tresnet [6]

When concatenate is used in the feature merger, overall
performance deteriorates compared to when sum is used.
Therefore, it can be seen that the advantage of used feature
pyramid is no longer a subject of discussion.

Appendix B. Ablation studies for different
dataset : Mura MSK (musculoskeletal) [5]

MURA MSK (Musculoskeletal) is a data set in which
Train/Test consists of 32k images and 8k images and has
normal/abnormal binary class labels for 7 parts of the mus-
culoskeletal system (elbow, finger, forearm, hand, humerus,
shoulder, wrist). We conducted a 5 fold-CV experi-
ment and measured the CK score along with other met-
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Used F1 mAP Recall Pre- AUC
Feature Pyramid cision

4th 27.18 32.76 76.74 20.48 82.58
4th + 2nd 26.84 30.99 74.41 20.37 81.12

4th + 3rd + 2nd 26.98 32.21 74.93 20.31 81.86
4th + 3rd + 2nd + 1st 27.01 31.87 74.83 20.35 81.62

Table 2: Performance of Feature Pyramid Classifier,
use binary enc=0, use concatenate=1

rics (Acc, AUPRC, AUC) to compare with other SOTA pa-
pers. As shown in Table 3, the Tresnet baseline compared
to the existing SOTA [1] performance improved by 1.4%
in the ck score, and the model using the feature pyramid
4 (4th+3rd+2nd+1st) achieved the best performance with
69.4%. If the proposed 1 model had the best performance
in CK score and accuracy, the proposed 2 model had the
best performance in AUPRC and AUC. This is a model us-
ing feature pyramid (4th+3rd+2nd) 3. Comparing Tables 3
and 4 with 5 and 6 can explain the same performance im-
provement as comparing Tables 2 and 3 in main paper with
Tables 1 and 2. In other words, it was experimentally proved
that sum feature merger is a more suitable process for multi-
label classifier loss than concatenate feature merger.

Appendix C. Ablation studies for different
models

To ascertain the efficacy of the TResNet model and the
impact of data augmentation, a series of comprehensive ab-
lation studies were conducted. The computations were car-
ried out on A100 and V100 GPUs, employing the Adam op-



Models CK Acc AUPRC AUC
score

1 Proposed 1 0.694 0.848 0.898 0.903
2 Proposed 2 0.680 0.842 0.903 0.906

[Base line]TResNet [6] 0.674 0.844 0.894 0.899
CNN Ensemble [1] 0.66 0.797 n/a n/a

VGG16 [7] 0.532 0.767 n/a n/a

Table 3: Binary normal/abnormal classification perfor-
mance in MURA [5] dataset (1Feature Pyramid=4, 7 part la-
bel embedding=0 use concatenate=0, 2Feature Pyramid=3,
7 part label embedding=1 use concatenate=0)

Used CK Score Acc AUPRC AUC
Feature Pyramid

4th (Tresnet baseline) 67.42 84.42 89.46 89.89
4th + 2nd 67.62 83.92 90.08 90.35

4th + 3rd + 2nd 67.26 83.77 89.47 89.76
4th + 3rd + 2nd + 1st 69.41 84.83 89.79 90.29

Table 4: Mura MSK [5] Performance of Feature Pyramid
Classifier, use binary enc=0, use concatenate=0

Used CK Score Acc AUPRC AUC
Feature Pyramid

4th (Tresnet baseline) 67.89 84.24 89.57 90.13
4th + 2nd 67.91 83.95 89.98 90.11

4th + 3rd + 2nd 67.99 84.24 90.27 90.57
4th + 3rd + 2nd + 1st 67.92 84.08 89.77 90.08

Table 5: Mura MSK [5] Performance of Feature Pyramid
Classifier, use binary enc=1, use concatenate=0

Used CK Score Acc AUPRC AUC
Feature Pyramid

4th (Tresnet baseline) 68.74 84.39 89.01 90.08
4th + 2nd 68.88 84.61 89.62 90.10

4th + 3rd + 2nd 66.60 83.86 89.25 89.62
4th + 3rd + 2nd + 1st 67.52 84.27 88.91 89.85

Table 6: Mura MSK [5] Performance of Feature Pyramid
Classifier, use binary enc=1, use concatenate=1

timizer in conjunction with the Cosine Annealing LR sched-
uler.

Initially, we employed the ResNet50 as a feature extrac-
tor, utilizing the model weights provided by the Chest X-
ray Self-Supervised model called CheSS [3] paper. CheSS

Used CK Score Acc AUPRC AUC
Feature Pyramid

4th (Tresnet baseline) 68.25 84.42 88.96 89.93
4th + 2nd 67.55 84.05 88.57 90.03

4th + 3rd + 2nd 66.58 83.77 89.22 89.60
4th + 3rd + 2nd + 1st 67.17 83.80 89.01 89.58

Table 7: Mura MSK [5] Performance of Feature Pyramid
Classifier, use binary enc=0, use concatenate=1

is a model pretrained using the MoCo-v2 [2] methodol-
ogy on an X-ray dataset, with the ResNet50 serving as the
base network. When the model was trained on the original
MIMIC dataset, the validation accuracy achieved was 71%,
with a validation mAP of 25.7%. Subsequently, under the
same conditions, when experimenting with the ImageNet
pretrained ViT[4] model, the validation accuracy reached
78%, accompanied by a validation mAP of 29.5%.

Moving on, experiments were conducted on the ViT
model using augmented MIMIC data. This led to two dis-
tinct scenarios: training the augmented MIMIC data from
scratch, or first pretraining on the original MIMIC dataset
and then fine-tuning on the augmented MIMIC data. In the
former case, a validation accuracy of 85% and a validation
mAP of 28.1% were achieved. In contrast, the latter sce-
nario resulted in a validation accuracy of 70% and a vali-
dation mAP of 26.1%. Notably, both scenarios exhibited
slightly lower performance compared to using the original
MIMIC dataset exclusively.

Data Image Model Val Val
Size Acc mAP

Orig. MIMIC 512 ResNet50 71 25.7
Orig. MIMIC 384 ViT 78 29.5
Aug. MIMIC 384 ViT 85 28.1
Fine-tuning

Aug. MIMIC 384 ViT 70 26.1
Scratch

Orig. MIMIC 512 FPSM N/A 33.1(Proposed)
Aug. MIMIC 512 FPSM N/A 33.37Fine-tunning (Proposed)

Table 8: Performance of Various Experiments
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