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Abstract

Developing computer vision systems for agricultural tasks that work in real-world conditions and in real time is challenging, especially if they need to be deployed on embedded devices, such as tablets or augmented reality glasses. In this paper, we present an efficient deep-learning approach for the estimation of grapevine structure in natural conditions with the aim of assisting vinemakers in some decision-making activities like grapevine pruning. Specifically, we propose a lightweight network for detecting nodes and branches in images which are then used to recover the tree structure.

Our approach is validated on the publicly available 3D2Cut dataset. Compared to the ViNet method \cite{11}, we demonstrate computational performance while preserving the high accuracy of its predictions. Furthermore, we created a new dataset to train our workflow in real vineyard conditions without an artificial background. We demonstrate that we can obtain remarkable results in real and challenging conditions while being efficient.

1. Introduction

Motivation. Some agricultural tasks require a high precision and expert knowledge to be performed and are often labor-intensive and time-consuming. One such case is grapevine pruning, where making precise cuts in the right places is critical. Badly placed cuts can damage the vine’s vascular system, disrupting the flow of sap and nutrients, which can lead to diseases \cite{3, 7}.

Several attempts have been made to automate this challenging task \cite{2, 6, 10, 16}, including the use of complex robotic approaches, but they do not meet the level of precision required to maintain a vineyard at its top productivity and quality. In particular, deciding where to cut requires a precise understanding of the tree structure, of the location and orientation of buds, and so on.

Focusing on an augmented reality solution, authors in \cite{11} proposed a deep-learning vision system, called ViNet, that precisely detects the different parts of a Guyot vine and then reconstructs the plant structure using a resistivity graph. Despite the good results obtained (a recall and precision of 90\% and 95\%, respectively), this system was only applied to images with artificial blue or white backgrounds from a new and publicly available dataset comprising thousands of grapevine images (3D2cut dataset). Furthermore, processing one image on the CPU takes 8 seconds, which does not meet the close to real-time execution requirements for its use in embedded systems.

In this work, we take a step towards real-world applications and propose an efficient deep-learning approach to estimate the grapevine structure in vineyard conditions without artificial backgrounds (see Figure 1). This approach comprises a lightweight network architecture that was conceived to significantly reduce computational time while yielding precise predictions (nodes and branches).

As a result, the proposed approach brings greater produc-
tivity and opportunities to agricultural tasks such as pruning vineyards since non-expert workers can perform the task assisted by the deep-learning vision system, which can be embedded into a hand-held device or glasses. This approach can also be exploited for other tasks, such as grapevine phenotyping [21], since it can extract phenotypic data like the size and morphology of the plant.

**Approach and contributions.** Our approach takes inspiration from the ViNet network. Different architectural designs were investigated to be computationally more efficient while preserving the accuracy of predictions. In particular, our network, named EViNet, uses inverted residual and linear bottleneck blocks to reduce the number of parameters and have a lightweight backbone for feature extraction [27].

The extraction of the tree structure is done in two main steps: one for the detection and recognition of nodes and segments of the plant using the proposed network, and the second one for the association of the nodes and estimation of the structure of the vine.

In this work, we focus on improving the first step, which is decisive for good performance and dominates the runtime of our vision system. In addition to efficiency, and in contrast to [11], we also investigate the performance of our method in challenging vineyard conditions in which the background includes parts of other vines, and lighting and viewpoint variations are present. In summary, our contributions are as follows:

- we propose an efficient network (EViNet) based on lightweight convolutional blocks and relevant architectural designs, which is significantly more efficient than ViNet;
- we train and evaluate our approach on a newly created dataset called RealGuyot, which contains a set of carefully annotated vineyard images with natural backgrounds;
- we study and conduct multiple experiments to assess different configurations of EViNet for grapevine structure estimation.

**Overview.** The paper is organized as follows. In the next section, we present some related works in the state of the art. Section 3 describes the 3D2cut dataset [11] used for training and testing our approach, as well as, our new set of vineyard images (free of artificial backgrounds) with their corresponding annotations. In Section 4, we introduce the proposed network and describe its main components in detail. In Section 5, EViNet is evaluated and contrasted in terms of efficiency and accuracy against ViNet. Future work and conclusions are commented on Section 6.

2. Related work

**Vine structure estimation.** In recent years, we have seen an increase of deep-learning methods applied to agricultural tasks. Deep networks have been used for tasks such as fruit detection [1, 25, 20], crop forecasting [23, 8], or plant disease detection [9, 26]. However, only a few works have been proposed for grapevine tasks, such as [5], which performs image segmentation of some parts of the plant, although the plant structure was not recovered. In [15], deep networks for object detection were used to detect visible segments of full foliage grapevine canopies via the prediction of multiple and overlapping bounding boxes.

Authors in [11] were the first to address the vine tree structure estimation problem. Their system, ViNet, first performs a detection step to identify the nodes and determine their spatial relationships (branches), while in a second step, a node association step is done to reconstruct the entire plant structure from the detected nodes and branches using a resistivity graph and a shortest-path algorithm. The detection is based on a stacked-hourglass network [22] that predicts feature maps, representing the location of the different nodes, and vector fields that model branches and provide information about the connection and direction between nodes. This technique is commonly employed in the field of human pose estimation to detect body keypoints and limbs [4, 19, 17, 18]. A great disadvantage of this work is its high computational cost, which makes it unfeasible to deploy on embedded devices for real-world applicability since, although the second step is efficient, the detection step takes much longer (over 7 seconds per image).

**Model optimization.** There are several techniques that can be used for reducing the computational complexity of a network and its inference time. One of them is quantization [29] which can be applied to a neural network without modifying its architecture. This technique consists of lowering the precision of the network’s weights, for example, by replacing 32-bit floating-point numbers with 8-bit integers. This results in significant reductions in memory usage and improved computational efficiency. However, in early experiments, we found it is challenging to apply this technique to our model in practice because of some technical difficulties.

**Knowledge distillation** [12] is another technique that involves training a smaller and more computationally efficient network to emulate the behavior of a larger and more complex network, leveraging the knowledge captured by the larger model to improve the efficiency of the smaller one. While this approach can be effective, we decided to follow a network architecture optimization approach in this work. Hence, to improve the efficiency of our network, we decided to redesign the hourglass architecture used in [11] by replacing the encoder part with inverted residual blocks from a pretrained MobilenetV2 network [27]. This brings a significant reduction in the computational cost and memory usage of network models [27, 28, 14, 13]. In addition,
we studied different processing and network configurations (input/output resolutions and number of feature channels) to find a trade-off between processing speed and accuracy.

3. Datasets and annotations

In this section, we describe the 3D2cut dataset and its annotation procedure [11], as well as the newly created dataset (RealGuyot) for grapevine images in real-world conditions.

Annotations. Nodes and branches are annotated for single Guyot vine as shown in Figure 1. The vine’s oldest part is called the Trunk (red), and it branches into the Courson (blue) and Cane (turquoise). The Cane is a two-year-old branch that typically bends and attaches to supporting wires, carrying branches like Shoots from the current year.

For grapevine pruning, the Cane is removed and replaced with the second Shoot growing from the Courson. The first Shoot then becomes the new Courson for the next year, and is pruned to have at least two buds. Thus, an accurate prediction of nodes and branches in the Courson area is crucial.

Ground-truth encoding. From the positions and connections given by the annotations, heatmaps and vector fields are generated to supervise the training of the network, as illustrated in Figure 2. There are a ground-truth heatmap for each node type, and a vector field for each branch type. For each node type, gaussian blobs are used to encode the positions of all node for this type, with their spread defined by the standard deviation $\sigma_{gt}$. Vector fields are encoded as two-channel maps, with each pixel encoding the presence (norms) or not of a branch of that type, and the direction encodes the direction of the branch at this point.

Datasets. To evaluate the performance of EViNet, we use two datasets of grapevine images. The first one is the 3D2cut dataset, which allows us to make direct comparisons between our proposed network and the ViNet network. Specifically, this dataset has 1255 images sampled across different vineyards. To ensure that the plant being processed is the main focus and to avoid the presence of other plants in the background, artificial backgrounds were set during data collection.

The second dataset is a small set of grapevine images with natural backgrounds that we call the RealGuyot dataset. It consists of 274 images that we annotated in a manner similar to the 3D2cut dataset. However, unlike the latter one, occluded nodes were systematically annotated in the RealGuyot dataset. Furthermore, the testing images in RealGuyot contain more complex vine structures, such as Courson without shoots or no Courson at all. This results in a more challenging and realistic dataset for benchmarking different models. Figure 5 shows some example images that evidence the difficulty of extracting the grapevine structure in real conditions without artificial backgrounds.

4. Methods

In this section, we present the different networks that have been assessed and review the association method used to reconstruct the structure of the grapevine. Regarding networks, firstly, we briefly describe ViNet (Sec. 4.1) and then we present some configuration changes done in this work to make it more efficient (Sec. 4.2). Ultimately, in Sec. 4.3, our EViNet network is introduced in more detail.

4.1. Baseline: ViNet

Our reference network is ViNet [11], which relies on a stacked hourglass network [22]. It takes as input the image and predicts a stack of node and branch heatmaps at one fourth of the input resolution, see Figure 3. Specifically, the network comprises a feature extractor, two stacked hourglass subnetworks, and a final convolutional block for prediction refinement. The feature extractor extracts deep features which are then used as input in the hourglass subnetworks for predicting the nodes and branches. Each hourglass is a U-shape network architecture [24], consisting of convolutional blocks, maxpooling and upsampling layers, and lateral skip connections to process features at multiple resolutions. Refer to table 1 for the parameters of this model.

4.2. Adapting ViNet for faster inference

In this work, we investigate some setup changes and network modifications to make ViNet faster. Particularly, we tested three configurations that are described below. Details of them are provided in Table 1.
4.3. Our network: EViNet

In our network, we propose to redesign the feature extractor and the hourglass subnetworks, which are the main components in charge of predicting the nodes and branches and are computationally demanding. Specifically, we replace the residual convolutional blocks with inverted residual blocks as used in MobilenetV2 [27], which have been shown to significantly decrease the number of convolutional layer parameters and speed up feature processing.

For the feature extractor, we use the first 2D convolution layer and the first two bottleneck blocks of MobilenetV2 (see Figure 3), which leads to a downsampling of one-fourth in resolution, similar to the ViNet feature extractor. The remaining 12 bottleneck blocks of MobilenetV2 are used in the encoder part of the hourglass subnetworks. This further downscales the feature maps to 1/32 of the input resolution. Also, three lateral skip connections process the output of the bottleneck blocks to extract features that are combined with features from the decoder. They are composed of one residual block that preserves the same number of channels as in the inverted block for computational efficiency reasons.

In the decoder part of the hourglass subnetworks, we use a succession of upsampling bilinear interpolations, similar to ViNet. Yet, as the number of features varies from one level to another, concatenation of the interpolated and skip connection features is applied, followed by a 1x1 convolution layer to rescale the number of feature channels to 128.

As in Section 4.2, we investigate three different configurations for our proposed network, see Table 1. They are described below.

**EViNet.** It is our default network which takes $1024 \times 1024$ input images and produces $256 \times 256$ feature maps. As it uses more efficient feature processing blocks, the number of parameters is relatively small (2.6 millions) and consists of an 80% reduction compared to ViNet.

**EViNet/R512U.** In this configuration, the input image to EViNet is downscaled to a resolution of $512 \times 512$ pixels to process the image faster. In addition, the upsampling module, explained in Section 4.2 (ViNet/R512U), is added to the network to obtain more accurate node and branch heatmaps. The number of parameters has slightly increased, from 2.6 to 2.7 millions (see Table 1).

**EViNet/C320U.** To further speed up the tree structure estimation, we also propose to crop the $512 \times 512$ image using a bounding box of size $320 \times 320$ pixels centered on the grapevine. This again decreases the size of the input data, focusing on the central part of the tree, which is the most relevant for grapevine pruning. This configuration also includes the upsampling module which returns heatmaps with a size of $320 \times 320$ pixels.
During inference, the networks were run on an output resolution of $512 \times 3$ for $\tau_d$ and $3$. AllNodeMetric $\times$ For evaluation, we use the same $\times 256$ $128$. For comparison purposes, we followed the method proposed in [11] for node association and tree structure reconstruction. From the generated heatmaps, the image location of all nodes is extracted using a local maximum detection method. The association method first builds a resistivity graph using nearest neighbors to connect nodes with their potential parents. Resistivity weights are assigned to the edges of the graph, where the resistivity value is calculated based on the local alignment between the vector defined by the two points of the edge and the corresponding vector field associated with a potential node connection. In addition, the resistivity value takes into account the distance between the two nodes. It is low when the edge vector is locally aligned with the vector field and the distance between the two nodes is short.

Subsequently, using the resistivity graph, the Dijkstra algorithm is applied to compute the shortest paths (i.e., paths with the least resistivity) from each node to the Root Crown. The connections determined by the shortest paths define the structure of the tree.

It is important to note that the quality of the resulting tree is mainly determined by the accuracy of the predicted nodes and vector fields provided by the network.

### 5. Experimental results and discussions

#### Implementation details

For comparison purposes, we follow the training configuration outlined in [11], while adjusting the spread of Gaussian blobs and vector fields to ensure consistency in the conditioning ground truths and being independent of the differences in their resolutions.

#### Network training

All networks are trained using supervised learning to ensure that the predicted heatmaps and vector fields are highly similar to the corresponding ground-truth annotations. To achieve this, supervision is applied not only at the output of the last hourglass subnetwork but also after the prediction made by the first one. As illustrated in Figure 3-top, this strategy copes with vanishing gradients by providing error gradient feedback at an earlier stage in the network.

#### Fine-tuning with real-world vineyard conditions

All networks are first trained on the 3D2cut dataset from images with artificial backgrounds. Those networks are then fine-tuned (all weights) with our RealGuyot dataset. The same training configurations are used in both cases.

#### Inference

During inference, the networks were run on an AMD 2.25 GHz CPU. As runtime, we report the average runtime when doing inference on 100 images.

#### Evaluation metrics

For evaluation, we use the same metrics as those used in [11]: AllNodeMetric and CoursonMetric.

**AllNodeMetric.** This metric focuses only on the identification and recognition of individual nodes and does not take into account their order within a branch. In other words, the sequence of nodes within a branch is not considered. For instance, it evaluates the accuracy of detecting the Shoot nodes in the entire tree, regardless of their order within each branch.

This metric calculates the recall, precision, and F-score of recognized nodes. Precision is the fraction of relevant nodes among all predicted nodes, while recall is the fraction of relevant nodes that were retrieved. F-score combines precision and recall values. Note that this metric requires to associate ground truth nodes with detected ones. To account for the different output resolutions, when calculating true positives, false positives, and false negatives, nodes are paired with the ground truth using a search radius $r_d$ of 3, 5, and 10 pixels for an output resolution of $128 \times 128$, $256 \times 256$ and $512 \times 512$, respectively. Thus, the same coverage is considered in all cases.

**CoursonMetric.** In Section 3, we discussed the importance of nodes in the Courson area for decision-making during pruning. Specifically, the branching node of the Courson and the first three nodes of each Shoot growing out of it are crucial (Figure 1). To capture the significance of these nodes and the order of the Shoot nodes in the branch sequence, we use the CoursonMetric in our analysis. It allows us to report specific metrics for the branching node of the Courson, as well as the first, second, and third nodes of the Shoots. As a result, we not only account for the detection of the nodes themselves, but also, indirectly, for the association process, both steps being essential for obtaining good pruning decisions.

<table>
<thead>
<tr>
<th>Network</th>
<th>Input resolution</th>
<th>Output resolution</th>
<th># Parameters</th>
<th>Upsampling</th>
<th>Runtime (sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ViNet [11]</td>
<td>1024</td>
<td>256</td>
<td>13M</td>
<td></td>
<td>7.3s</td>
</tr>
<tr>
<td>ViNet/F128</td>
<td>1024</td>
<td>256</td>
<td>3.3M</td>
<td></td>
<td>2.8</td>
</tr>
<tr>
<td>ViNet/R512</td>
<td>512</td>
<td>128</td>
<td>13M</td>
<td></td>
<td>1.6</td>
</tr>
<tr>
<td>ViNet/R512U</td>
<td>512</td>
<td>512</td>
<td>13M</td>
<td>✓</td>
<td>3.6</td>
</tr>
<tr>
<td>EViNet</td>
<td>1024</td>
<td>256</td>
<td>2.6M</td>
<td></td>
<td>1.2</td>
</tr>
<tr>
<td>EViNet/R512U</td>
<td>512</td>
<td>512</td>
<td>2.7M</td>
<td>✓</td>
<td>1.2</td>
</tr>
<tr>
<td>EViNet/C320U</td>
<td>512 (320)</td>
<td>512 (320)</td>
<td>2.7M</td>
<td>✓</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Table 1: Network model settings and runtimes.
5.1. Results

The networks considered are evaluated on grapevine images with and without artificial backgrounds.

**With artificial backgrounds.** The performance rates of all networks on the test set of the 3D2cut dataset are given in Table 2. We see that ViNet obtains the highest scores in both metrics, but this is at the expense of using a larger network model (13 million parameters) and working at full image resolution (1024 × 1024 pixels), which leads to processing an image in 7.3 seconds (see Table 1 and Figure 4). Hence, it is not feasible to deploy it on small devices with processing and memory hardware limitations.

For all the proposed configurations of ViNet, the performance rates for AllNodeMetric are similar or decrease only slightly. However, we observe a substantial decrease for the CoursonMetric, specially for the recall values. For the case of ViNet/F128, the recall drops from 0.74 to 0.67, indicating that the network has difficulties detecting nodes and branches. It is probably because the network was simply compressed (in terms of the number of feature channels) to get a smaller model, which might be an inappropriate procedure without reformulating the full network structure. Nevertheless, this network architecture is more efficient, running at 2.8 seconds per image.

If the input image is downscaled, the speed is increased. This is the case with ViNet/R512 which processes the image at half-image resolution. It runs at 1.8 seconds per image, which is four times faster than working at full image resolution. However, its performance rates go down on the CoursonMetric for both recall and precision values (0.64 and 0.66, respectively). The cause is that the output resolution of heatmaps is small (128 × 128 pixels), which makes it more difficult to capture the full tree structure and recognize the nodes and branches. Nevertheless, this is a good trade-off between efficiency and performance.

[Table 2: Evaluation of the performances on the 3D2cut dataset by computing both metrics across all node types.]

<table>
<thead>
<tr>
<th>Network</th>
<th>AllNodeMetric</th>
<th>CoursonMetric</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rec./Pre./F-score</td>
<td>Rec./Pre./F-score</td>
</tr>
<tr>
<td>ViNet [11]</td>
<td>0.90 / 0.95 / 0.93</td>
<td>0.74 / 0.76 / 0.75</td>
</tr>
<tr>
<td>ViNet/F128</td>
<td>0.90 / 0.94 / 0.92</td>
<td>0.67 / 0.74 / 0.70</td>
</tr>
<tr>
<td>ViNet/R512</td>
<td>0.88 / 0.94 / 0.91</td>
<td>0.64 / 0.66 / 0.65</td>
</tr>
<tr>
<td>ViNet/R512U</td>
<td>0.90 / 0.94 / 0.92</td>
<td>0.72 / 0.74 / 0.73</td>
</tr>
<tr>
<td>EViNet</td>
<td>0.87 / 0.95 / 0.91</td>
<td>0.65 / 0.68 / 0.67</td>
</tr>
<tr>
<td>EViNet/R512U</td>
<td>0.88 / 0.94 / 0.91</td>
<td>0.73 / 0.78 / 0.75</td>
</tr>
<tr>
<td>EViNet/C320U</td>
<td>0.81 / 0.94 / 0.87</td>
<td>0.67 / 0.74 / 0.70</td>
</tr>
</tbody>
</table>

Our proposed network presents different performances for its different configurations. The default network (EViNet) attains one of the lowest performance scores in the CoursonMetric (an F-score of 0.67), probably because it does not use the upsampling module. However, it is remarkable that this network processes an image in 1.2 seconds at full image resolution. As well, it is the smallest network model, with 2.6 million parameters. This is thanks to the proposed lightweight network architecture.

In the case of EViNet/R512U, we obtain competitive performance rates against ViNet. It attains the same F-score (0.75) in the CoursonMetric while being six times faster (running at 1.2 seconds per image). This is achieved by working at half-image resolution and using the upsampling module.

Ultimately, EViNet/C320U is the fastest network configuration (see Figure 4), although its performance in both metrics is low. Particularly, we see a performance drop in the AllNodeMetric when it is compared with other networks. The reason is that this network configuration only processes a part of the image (320 × 320 crop), which makes it more difficult to capture the full tree structure and recognize the nodes and branches. Nevertheless, it is a good trade-off between efficiency and performance.

Figure 4 plots the efficiency and performance of all networks using the CoursonMetric. We see that the proposed networks are efficient while obtaining good performance.

**In vineyard conditions.** The performances of the networks on the RealGuyot test set are given in Table 3. Particularly, we are only considering the networks ViNet, ViNet/R512U and EViNet/R512U as they demonstrated higher performance in previous experiments.

The overall performances of all network models are strongly affected in this testing set. This may be partially explained by slight differences in the annotation process and the condition of the plants contained in the set. Note that...
<table>
<thead>
<tr>
<th>Network</th>
<th>AllNodeMetric</th>
<th>CoursonMetric</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rec./Pre./F-score</td>
<td>Rec./Pre./F-score</td>
</tr>
<tr>
<td>ViNet [11]</td>
<td>0.82 / 0.92 / 0.87</td>
<td>0.53 / 0.67 / 0.59</td>
</tr>
<tr>
<td>ViNet/R512U</td>
<td>0.79 / 0.89 / 0.84</td>
<td>0.46 / 0.63 / 0.53</td>
</tr>
<tr>
<td>EViNet/R512U</td>
<td>0.75 / 0.90 / 0.82</td>
<td>0.49 / 0.62 / 0.54</td>
</tr>
</tbody>
</table>

Table 3: Evaluation of the performances on the RealGuyot dataset for some networks.

EViNet/R512U delivers competitive performance despite having significantly fewer parameters than ViNet/R512U. This suggests that our network optimization strategy is also valid with more complex data. Nevertheless, the ViNet network still gives the best results, especially for the CoursonMetric. This may suggest that high resolution input images have an important effect on the nodes and vector field estimation in vineyard conditions. This should be considered for future work on our optimized networks.

5.2. Qualitative results

Some example images with the output of EViNet/R512U and ViNet are shown in Figure 5. Although the metrics suggest slightly better performance with ViNet, the qualitative comparison with the EViNet/R512U results reveals a high level of competitiveness between the two networks. Both effectively reconstruct the structure of the plants, with only minor differences observed. This raises the possibility that the CoursonMetric, which was used to evaluate the models, may be too restrictive for a comprehensive assessment of their efficiency. Despite the challenging conditions of real vineyards, both networks yield satisfactory results.

Given that EViNet/R512U is six times faster and five times lighter than ViNet, while still achieving satisfactory results, it makes it a compelling candidate for real-life applications on embedded devices.

6. Conclusions

In this work, we introduced a new deep network with different setups for efficient and accurate estimation of vine plant structures in real vineyard conditions.

Our deep-learning approach leverages the efficient inverted residual blocks used in MobilenetV2 to improve computational efficiency while obtaining accuracy comparable to ViNet. We fine-tuned both EViNet and ViNet with our RealGuyot dataset, comprising annotated grapevine images acquired in real-world conditions, showing promising results for the use of EViNet in embedded devices.

However, there is still room for improvement, especially in the Courson area, which is critical for making pruning decisions. In addition, our RealGuyot dataset is limited in size; therefore, the acquisition of additional data would likely lead to improved performance. Finally, although our networks significantly improved runtime efficiency, additional optimization techniques such as quantization, pruning, or utilizing the ONNX format could further enhance efficiency.
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Figure 5: Random set of images from the RealGuyot dataset processed by EViNet/R512U (second column) and ViNet (third column). Note that EViNet/R512U is six times faster than ViNet and 5 times lighter.


