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Abstract

Generalisation of deep neural networks becomes vulner-
able when distribution shifts are encountered between train
(source) and test (target) domain data. Few-shot domain
adaptation mitigates this issue by adapting deep neural net-
works pre-trained on the source domain to the target do-
main using a randomly selected and annotated support set
from the target domain. This paper argues that randomly
selecting the support set can be further improved for effec-
tively adapting the pre-trained source models to the target
domain. Alternatively, we propose SelectNAdapt, an algo-
rithm to curate the selection of the target domain samples,
which are then annotated and included in the support set.
In particular, for the K-shot adaptation problem, we first
leverage self-supervision to learn features of the target do-
main data. Then, we propose a per-class clustering scheme
of the learned target domain features and select K rep-
resentative target samples using a distance-based scoring
function. Finally, we bring our selection setup towards a
practical ground by relying on pseudo-labels for cluster-
ing semantically similar target domain samples. Our ex-
periments show promising results on three few-shot domain
adaptation benchmarks for image recognition compared to
related approaches and the standard random selection.

1. Introduction

Domain shifts between source and target domain data

are considered harmful to the generalisation performance of

deep neural networks (DNNs). The adaptation of DNNs to

the target domain is, thus, essential to preserve their perfor-

mance on the task in place. Among the family of adaptation

methods, few-shot adaptation is a well-known approach that

adapts DNNs to the target domain using a few annotated

target domain samples. However, few-shot adaptation re-

lies on the random selection of target domain samples to be

annotated, which is likely a sub-optimal sample selection

procedure.

Figure 1. Few-shot domain adaptation is a powerful technique that

should be exploited carefully. We propose a more effective sup-

port set selection for few-shot domain adaptation by replacing a

random selection strategy by an algorithm to select representative

target domain samples in an unsupervised way. Our pipeline lever-

ages self-supervision, pseudo-labelling, clustering and selection

via a distance metric score.

Adaptation of DNNs can be carried out with varying set-

tings regarding source and target domain data availability.

Vanilla (unsupervised) domain adaptation assumes adapta-

tion of DNNs using jointly source and unlabelled target do-

main data [12]. On the other hand, recent studies argue that

access to source domain data at test time is often impractical

due to several reasons, including privacy and computation

efficiency [39]. As a result, test-time domain adaptation

emerged as a more interesting alternative setting that dis-

regards source domain data at test-time and assumes only

access to the pre-trained source model and the target do-

main. Well-known test-time adaptation strategies perform

on-the-fly adaptation by updating the batch-normalisation

(BN) statistics of the source models using unsupervised

losses, e.g., entropy minimisation [39]. Nevertheless, it has

been shown by [46] that proper adaptation of the BN statis-
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tics can not be achieved without supervision from the target

domain, as it can not be guaranteed that unsupervised adap-

tation can correct the domain shifts. Furthermore, test-time

adaptation approaches require large mini-batches from the

target domain for a good approximation of the BN statistics.

Therefore, supervision from the target domain is necessary

and can be provided in the form of a small number of ran-

domly selected and annotated target domain samples known

as the support set [8]. This process is referred to as source-

free few-shot domain adaptation.

Similarly to few-shot adaptation, few-shot classification

tasks assume a class-balanced support set. However, this

would require access to the ground-truth of the target do-

main to select a set of samples per class which is also im-

practical in real-world situations. Indeed few-shot adap-

tation has brought a significant improvement compared to

the state-of-the-art unsupervised test-time adaptation ap-

proaches, yet, it remains unclear whether adaptation of the

source model using randomly selected samples from the tar-

get domain is sufficient for a good performance on the tar-

get domain. Optimising for data sample selection has been

thoroughly studied in active learning where data samples

are selected and annotated sequentially using unsupervised

losses like Shannon’s entropy [36] or MC-dropout [11].

Nevertheless, it has not been addressed before for few-shot

adaptation, where a support set is selected in one step only

to adapt a pre-trained source model.

In this paper, we focus on few-shot adaptation for im-

age recognition. We empirically argue that proper adapta-

tion of the pre-trained source model requires selecting rep-
resentative target domain data to be included in the sup-

port set. Therefore, we propose a simple yet effective se-

lection approach that boosts the few-shot adaptation perfor-

mance by improving the selection of target samples to be

included in the support set. In particular, we propose to

perform per-class clustering of the target domain features

where the number of clusters is equivalent to the number

of K-shot adaptation task at hand. The target samples with

features close to the cluster centres are included in the sup-

port set. However, using the source backbone for extracting

target domain’s features may negatively impact the cluster-

ing and selection process due to the domain shift between

source and target. Thus, we seek to narrow this gap by

training the source backbone with self-supervision from the

target domain. Unlike the prior work [46], we rely next

on pseudo-labels for determining the target samples of the

same pseudo-class to avoid using the target domain ground-

truth. Finally, we rely on the Euclidean distance as our se-

lection score to determine the distance of target samples’

features to their corresponding cluster centres. A percent-

age of samples with the smallest distance to the cluster cen-

tres are annotated and included in the support set i.e. we

use the real labels of support set samples at the adaptation

stage. Our code is made publicly available 1.

To the best of our knowledge, we are the first to propose

a mechanism to select a support set for few-shot domain

adaptation. In summary, our contributions are as follows:

• Our algorithm overcomes the target domain shift using

state-of-the-art self-supervised tasks to learn target-

specific features which aid in a robust support set se-

lection. The learned target features are utilised to se-

lect representative samples by per-class clustering of

target data features.

• We rely on pseudo-labels for the target domain data to

select support set samples, in particular, K-shots per

class. Hence, we ought to perform the selection in a

more practical and realistic setup without the need to

access the target ground-truth, unlike, prior work.

• In our experiments, including several domain adap-

tation benchmarks, we deliver major improvements

compared to random support set selection. Addition-

ally, we show promising results when comparing with

other selection approaches, namely, entropy and MC-

dropout and few-shot transfer-learning baselines.

2. Related Work

2.1. Few-Shot Domain Adaptation

Early domain adaptation approaches assumed the avail-

ability of source data for jointly adapting a pre-trained deep

neural network to a new unlabelled target data [12, 31]. Un-

der this assumption, several unsupervised-domain adapta-

tion tasks have been developed over the course of the years,

including unsupervised-domain classification and segmen-

tation [35, 25] for natural and medical datasets [16, 13].

Recently, test-time domain adaptation restricted access to

the source data and only allowed access to the pre-trained

source model along with the target domain data [40, 38, 42].

Test-time adaptation approaches adapt the BN statistics of

the source model using unlabelled data from the target do-

main. For instance, Tent and test-time BN adaptation [27]

rely on unsupervised loss functions like entropy minimisa-

tion to update BN parameters using mini-batches from the

target domain. Nevertheless, it has been shown in [46] that

proper adaptation of the BN parameters in neural networks

requires supervision from the target domain using a ran-

domly selected support set comprising few-annotated sam-

ples. In this paper, we argue that random support selection

remains ineffective for good approximation of BN statistics.

Therefore, we present a method for optimising the selection

of support set that further enhances the BN approximation

and in return the overall few-shot adaptation performance.

1https://github.com/Yussef93/SelectNAdaptICCVW
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Additionally, we pose the selection problem as an unsuper-

vised selection where we rely on pseudo-labels in the per-

class clustering stage. In our experiments, we demonstrate

state-of-the-art results using our selection mechanism.

2.2. Self-Supervised Learning for Domain Adapta-
tion

Self-supervision is a widely used technique for learn-

ing useful representations that enhances the performance

on downstream tasks [9, 2, 45, 14]. Over the past

few years, self-supervision tasks have been introduced in

unsupervised-domain adaptation approaches [28] where the

target domain in conjunction with the supervision from the

source domain is utilised to reinforce the representations of

the shared backbone network. Accordingly, several self-

supervised tasks have been put to practice in unsupervised-

domain adaptation and have demonstrated promising results

[20, 34]. Similarly, contrastive learning has been exploited

in test-time adaptation [4] jointly with pseudo-labels to

learn classification on the target domain. Also, in our work,

we utilise self-supervised learning. In particular, we train

the backbone of the source network using self-supervision

defined over the target domain data for reducing the gap be-

tween the data features of source and target domains similar

to [7]. In return, the learned target features of each class are

clustered based on the K-shot problem at hand. We show

that relying on self-supervision delivers significantly better

results than using features of the source backbone.

3. Method
In this section, we start by defining the problem of sup-

port set selection. Then, we present our unsupervised sup-

port set selection approach for adapting a pre-trained source

model to the target domain.

3.1. Problem Definition

Let hS = g ◦ f be a deep neural network trained on the

source domain DS , where f denote the backbone network

of the source model that maps an input image to a latent

code (feature representation) f : X → Z,Z ⊂ R
D and g

is the task head network that maps features extracted by f
to the output space of the learning task at hand g : Z → Y .

In this work, we focus on image recognition, hence, g is a

classification head that maps the features to the label space

Y ⊂ [0, 1]C , where C is the total number of classes. Note

that both source and target images share the same label

space. Given access only to hS and the target domain DT at

adaptation time, our objective is to seek for few annotated

target samples, namely, the support set D̃T ⊂ DT , to adapt

hS to the shifted target domain DT . In general, a few-shot

classification task is framed as C-way, K-shot task which

is referred to as the support set, where C is the number of

semantic classes and K is the number of samples per class,

Algorithm 1: Unsupervised Support Set Selection

1: Input: Source model hS trained using DS ,

unlabelled target domain data DT , and annotation

budget |D̃T | = KN .

2: Adapt f with self-supervision using DT and keep f ′, q.

3: Get pseudo-labels of X ∈ DT (1).

4: for c = 1, 2, . . . , C do
5: xc = {}
6: for m = 1, 2, . . . , |DT | do
7: if ŷm = c then
8: xc ∪ {xm}
9: end if

10: end for
11: Get features zc from (2).

12: Cluster zc using K-means algorithm i.e.

calculate cluster centres μc = [μc
0, . . . , μ

c
K−1].

13: for i= 1,2,. . . ,K do
14: Calculate d(zc,i, μc

i ) from (3).

15: end for
16: Select D̃T from (4) using d(zc, μc).
17: end for
18: Update BN parameters of f ′ using LCCS and D̃T from

(5).

19: Output: Evaluate hT on D̂T .

as a rule of thumb K ≤ 10. Instead of randomly selecting

the target samples, we present a support set selection algo-

rithm that improves the adaptation performance compared

to random selection. The size of D̃T is set to KC.

To reach our goal, we learn features of the target domain

data by training the backbone network of the source model

on state-of-the-art self-supervised tasks, namely, contrastive

learning task [15, 3]. Next, we get pseudo-labels of the

target domain data using the features of both the source

backbone and the backbone trained using self-supervision.

Afterwards, we perform per-class clustering using the fea-

tures learned from the self-supervised task and select the

target samples according to our scoring function, which is

the minimum Euclidean distance to the cluster centre. In

the end, we adapt the model to the target domain using our

selected support set and evaluate the adapted model on the

target test set. We present our algorithm in detail below.

3.2. SelectNAdapt Algorithm

As previously stated, we assume access to the pre-trained

source model hS and the target domain DT of size M con-

taining unlabelled images denoted by X. We summarise

the steps of our approach in algorithm 1. Moreover, a visual

explination is provided in Fig. 2.
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Figure 2. The complete pipeline of our SelectNAdapt algorithm at K = 1-shot. First, we utilise self-supervision for adapting the source

features to the target domain data. Then, we generate pseudo-labels with the source classifier for the target domain using the features from

the backbone of the pre-trained source model and the backbone trained using BYOL task. Next, we do per-class clustering and calculate

the cluster centre (represented by ”X”) using K-means algorithm where the support set samples are selected using the Euclidean distance

as the scoring metric. Finally the model is adapted using selected the support set.

3.2.1 Feature Adaptation

We argue that source-extracted features of target domain

data may prohibit an effective selection of support sam-

ples in the per-class clustering step due to the shifted target

domain. To alleviate this issue, we train the source back-

bone f → f ′ using self-supervision to learn target-related

features, which provisions a better feature clustering com-

pared to using the source backbone and, thus, better support

set selection. Contrastive learning [5, 3, 15] have gained a

wide reputation over the past years for their ability to learn

useful representation. In this context, the objective of the

learning task is to train the backbone of a DNN with a pro-

jection head attached to it to learn an embedding space that

pulls similar data pairs together while pushing dissimilar

ones apart. Afterwards, the backbone is fine-tuned on a par-

ticular downstream task. Accordingly, we use contrastive

learning tasks to train the source backbone using the tar-

get domain data DT . After training we keep the trained

backbone f ′ and the projection head q, which projects the

features extracted by f ′ onto a d-dimensional feature space

where d < D.

3.2.2 Pseudo-labels generation

A few-shot classification task is defined as C-way, K-shot

i.e. the support set should contain K-shots for every class

c ∈ C. To construct the support set from unlabelled tar-

get data, we first generate pseudo-labels for X by using the

features of f and f ′ along with the source classifier. To

obtain the pseudo-labels, we follow an ensemble prediction

model [33] where we average the output probability distri-

butions of the source classifier g using the features of f and

f ′. The assigned pseudo-label is based on the maximum

output probability over the distribution of classes which we

define as follows:

Ŷ = arg max
1,2,...,C

σ(g(f(X))) + σ(g(f ′(X)))

2
, (1)

where Ŷ = [0, 1]M×C is a matrix that holds one-hot en-

coding vectors of length C for all the target sample and

σ is a softmax activation function [1]. Afterwards, we

group the target samples according to their pseudo-labels

into C categories, i.e. X = [x0, . . . ,xC−1], with xc =
[xc

1, . . . ,x
c
|xc|], c ∈ Ŷ and extract their features zc using

f ′:

zc = q(f ′(xc)), ∀xc ∈ X, (2)

where xc is the set of all target domain samples with

pseudo-label c, zc is a matrix containing d-dimensional fea-

ture vectors of xc, and q is the projection network retained

from the self-supervised learning task. It is noteworthy that

adding a projection head in contrastive learning frameworks

empirically performs better than relying on the raw features

of the backbone network [5]. Therefore, we leverage the

output features of the projection network in the clustering

step.
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3.2.3 Per-Class Clustering and Selection

We rely on a scoring function to rank and select target

data samples per class. To this end, we cluster zc into K-

clusters. Note that K is the number of shots per class c.
We calculate the cluster centres μc = [μc

1, . . . , μ
c
K ] based

on the K-means algorithm [29] and score the target sam-

ples according to the distance of their features to the clus-

ter centres. We make use of the Euclidean distance as our

scoring function that measures the distance between the fea-

tures assigned to cluster i and their cluster centre μc
i , where

i ∈ [1, . . . ,K], we define the distance metric:

d(zc,i, μc
i ) = ||zc,i − μc

i ||2. (3)

The features of the target samples with the minimum dis-

tance to their corresponding cluster centre are included in

the support set D̃T , hence, our selection metric becomes:

D̃T = argmin
DT

C−1∑

c=0

K−1∑

i=0

∑

zc∈μc
i

d(zc,i, μc
i )

s.t.|D̃T | = KN.

(4)

Next, the selected samples to be included in the sup-

port set are associated with their true labels i.e. we do not

use their pseudo-labels at adaptation time, hence, D̃T =
{(xj ,yj)}KN

j=1 , where yj is the true label of xj .

3.2.4 Model adaptation

Eventually, we use D̃T to update the BN parameters of the

pre-trained source model where its backbone network is re-

placed with f ′. We follow the approach of linear combina-

tion coefficients for batch normalisation statistics (LCCS)

[46] to update the BN parameters using the cross-entropy

loss [1] LCE(g, f
′, D̃T ) , hence the update BN parameters

are optimised as:

θ∗ = argmin
θf′

LCE(g, θf ′ , D̃T ), (5)

where θf ′ denote the BN parameters of the backbone

trained on BYOL and θ∗ are the updated BN parameters.

Finally, we evaluate the updated model (hT ) on the target

test set D̂T = DT \ D̃T .

4. Experiments

Dataset PACS VisDA Office-31

Backbone ResNet-18 ResNet-101 ResNet-50
Table 1. Backbone architectures used in our experiments.

4.1. Datasets

We conduct our experiments using three domain adapta-

tion benchmarks for image recognition. Namely, we use

PACS (4 domains with 7 classes) [22], Office-31 (3 do-

mains with 31 classes) [32], and VisDA datasets (2 domains

with 12 classes) [30]. Each of these datasets incurs do-

main shifts in the form of different image styles (PACS and

VisDA) or images captured with different cameras (Office-

31). We adopt the same evaluation metrics used in [46],

in particular, we adopt accuracy as an evaluation metric for

PACS, average-per-class accuracy for Office-31, and aver-

age precision for VisDA. The evaluation protocol for PACS

and VisDA follows a leave-one-domain-out cross validation

[10] where one domain is left out as the target domain and

the rest is treated as the source domain(s). On the other

hand, the evaluation protocol for Office-31 splits the dataset

into 6 pairs, each pair contains one source domain and one

target domain.

4.2. Implementation Details

Source Models We use different backbone networks for

each dataset as shown in Tab.1. Our source models are

trained on the source domain(s) using empirical risk min-

imisation (ERM) [17]. However, we use the publicly avail-

able pre-trained model CSG ResNet-101 [6] on the source

domain of VisDA. As for PACS and Office-31 we reproduce

the training on the source domains following the implemen-

tations of [47, 48].

Feature Adaptation As previously stated, we rely on

contrastive learning, namely BYOL, a regressive self-

supervised task. BYOL is a well-known self-supervised

contrastive learning framework that does not require neg-

ative samples and is less sensitive to hyper-parameter

changes. In BYOL, two networks with identical back-

bones, namely, online and target networks interact and learn

from each other. In particular, the online network learns

to regress the features of the target network under differ-

ent augmentations of the same image. Hence, it enforces

consistent representations. We initialise the backbones of

the online and target networks with the parameters of f and

learn the BYOL task. For PACS dataset, we train for 100

epochs using a LARS optimiser [44] with initial learning

rate of 0.2 and cosine annealing scheduler [26]. As for the

remaining datasets, we use an Adam optimiser [21] with

learning rate of 0.0001. Moreover, we train for 100 epochs

for the target domains of Office-31. However, for VisDA

we empirically observed that 10 epochs are sufficient for

the training to converge on the BYOL task. For all target

domains, we use a mini-batch size of 256. Upon complet-

ing the learning task we keep the backbone and the projec-

tion head of the online network and use them for extracting
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Support Set Selection Method
Office-31

A → W A →D W →A W →D D→ W D →A Average

Random [46] 92.8 91.8 75.1 99.9 98.5 75.4 88.9

Entropy 88.4 87.7 72.3 97.7 97.3 71.9 85.9

MC-dropout 87.5 85.8 73.8 100.0 98.2 71.9 85.9

Ours 95.0 97.4 76.4 100.0 99.7 75.9 90.7
Table 2. A comparison of adaptation test results using random, entropy, MC-dropout and SelectNAdapt algorithm (Ours) for Office-31

dataset at K = 5-shot.

Support Set Selection Methods
PACS VisDA

1-shot 5-shot 10-shot 1-shot 5-shot 10-shot

Random [46] 81.6 86.1 87.6 67.8 76.0 79.2
Entropy 79.6 86.2 86.1 61.0 73.8 74.2

MC-dropout 80.3 86.1 86.8 68.1 73.1 74.1

Ours 84.5 87.9 87.9 73.0 78.0 78.0
Table 3. A comparison of averaged few-shot adaptation test results using different selection approaches, namely, random, entropy, MC-

dropout and SelectNAdapt algorithm (Ours) for PACS and VisDA datasets. Note that we average adaptation results over the target domains

of PACS.

features of target domain data.

Support Set Selection We compare our selection against

random, entropy, and MC-dropout selection approaches.

For random selection, following [46], the target domain

data are chosen according to a uniform probability distri-

bution. Note that the support set in [46] is class-balanced

i.e. there is an equal number of support samples for ev-

ery class in the target domain. As for entropy, we calculate

Shannon’s entropy using the softmax output of the source

model [36]. For each class in the target data, we select the

top-K samples with the highest entropy loss. Similarly, for

MC-dropout we average Shannon’s entropy over 10 forward

passes using hS with a dropout layer of probability 0.5 in-

serted at the final layer of the backbone [11]. This setting

has been shown to yield the best result. We also compare

our selection approach to few-shot transfer learning base-

lines, which adapts the pre-trained source model in different

ways.

Model adaptation The BN parameters are adapted based

on LCCS method of [46] using an Adam optimiser for 10

epochs with 0.001 learning rate with mini-batch size of 32.

During adaptation on datasets PACS and VisDA we use

a nearest-centroid classifier [43] for K ≥ 5 [37], other-

wise, we use the pre-trained source classifier. However, for

Office-31, the source classifier is fine-tuned after adapting

the BN parameters for 200 epochs using the same Adam

optimiser settings for adapting the BN parameters. We av-

erage the test results over at least 3 different seeds.

4.3. Support Set Selection Comparison

We present our averaged numerical test results for ran-

dom, entropy, MC-dropout and our selection approach in

Tab. 3 and 2. For PACS datasets, we also average the

test results over the target domains for better comparison

of different selection approaches. Results per domain could

be viewed in the supplementary material. Clearly, our ap-

proach mainly dominates all other selection approaches on

all the benchmarks which supports our claim that careful se-

lection of support set samples from the target is vital for an

effective adaptation performance. Although our approach

may result in a class-imbalanced support set due to false

pseudo-labels that do not align with the real labels of target

samples, we notice that adaptation performance remains ro-

bust and still performs better compared to the random se-

lection, which is yet an additional reason that highlights

the importance of representative support set samples over

a randomly selected and class-balanced support set. Fur-

thermore, we observed in several cases that random selec-

tion could have a better performance than entropy and MC-

dropout approaches. We attribute this behaviour to the ten-

dency of entropy to select samples that lie close to the de-

cision boundaries of per-class clusters, which result in high

prediction uncertainty. These samples are less beneficial for

the adaptation performance as they are biased towards a spe-

cific region i.e. the boundaries of the decision space. Hence,

they are considered poor representative candidates for the

adaptation task of BN parameters. On the other hand, our

approach that learns target features and then performs per-

class clustering to select target domain samples that fall near

the cluster centres, i.e. samples that represent each cluster,

positively impacts the adaptation performance.

4.4. Few-Shot Learning Comparison

In Tab. 4, we report the results of few-shot transfer learn-

ing approaches tailored to fit the setting of few-shot adap-

tation, which neglects the presence of source domain data
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Few-Shot Adaptation Methods
PACS VisDA

1-shot 5-shot 10-shot 1-shot 5-shot 10-shot

Ada-BN [24] 82.9 85.5 85.8 56.5 60.9 61.8

fine-tune BN [24] 79.0 84.3 85.4 59.1 70.9 74.9

fine-tune classifier [24] 82.5 83.7 83.8 67.6 69.7 77.4

fine-tune feat. extractor [24] 83.6 86.0 86.1 67.3 68.4 74.7

L2 [41] 84.4 85.8 85.6 66.0 66.4 69.6

L2-SP [41] 84.4 85.8 85.6 66.0 66.4 69.6

DELTA [23] 84.4 85.8 85.6 65.9 66.5 70.1

Late Fusion [19] 83.2 83.6 83.6 67.2 69.8 74.5

FLUTE [37] 73.4 85.8 88.1 48.3 67.1 65.7

LCCS [46] 84.4 87.1 88.8 67.8 76.0 79.2
Ours 88.2 89.3 89.5 73.0 78.0 78.0

Table 4. We report test results averaged over PACS target domains, as well as the test results of VisDA for K = 1-, 5-, 10-shots. In this

table, we compare against different few-shot transfer learning approaches tailored to the setting of source-free few-shot domain adaptation.

Note that the pre-trained source model f has been trained with MixStyle domain generalisation approach [48] on PACS dataset.

at adaptation time and adapts the pre-trained source model

using a randomly selected support set. These approaches

include AdaBN [24] for replacing BN statistics using a ran-

domly selected support set from the target domain. Later on

either the BN parameters of the source model or the back-

bone network or classifier layer are fine-tuned. Moreover,

other approaches like L2, L2-SP [41], DELTA [23] that fine-

tunes the entire source model using an additional regulari-

sation term are shown. Finally, we have FLUTE [37] that

adapts BN parameters using nearest-centroid classifier and

Late Fusion [19] which averages classification results using

source and target classifier. We employ the source model

trained using the MixStyle approach [48] for a fair compar-

ison with the random selection baseline, . We observe that

our selection method can still show quite significant results

compared to the random selection and the few-shot learn-

ing baselines, which highlights the significance of proper

support set selection compared to using different adapta-

tion techniques. In the following section, we conduct more

ablation studies using the PACS dataset to analyse various

components of our approach.

4.5. Ablation Study

Class-balanced support set and model adaptation As

previously mentioned, the random selection baseline [46]

ensures a class-balanced support set following the few-shot

classification protocol of C-way, K-shot. To achieve this,

prior knowledge of target domain data ground-truth is es-

sential to select K-shots randomly from the set of target

samples belonging to a particular class c ∈ C. Accord-

ingly, we carry out an experiment assuming a prior knowl-

edge of target domain ground-truth. In this case, we skip the

pseudo-labelling step and use directly the self-supervised

model f ′ to extract target data features and perform per-

class clustering to find representative target samples to be

included in the support set. The averaged results on the

PACS datasets are shown in Tab. 5 where it is noticeable

that a class-balanced support set widens the performance

gap between our approach and random selection. Hence,

we deduce from this experiment that applying our selec-

tion for finding representative target samples is more effi-

cient compared to random selection even in the presence of

ground-truth data. Additionally, we analyse the impact of

our selection approach against random selection using f ′ as

the backbone to be adapted. We notice the overall perfor-

mance remains better using our selection approach, espe-

cially at K = 1-shot, implying a more efficient selection

mechanism compared to random selection. On the other

hand, the performance of random selection also increases

relative to using the pre-trained source backbone since the

self-supervised pre-trained backbone yields a better initial-

isation of network parameters due to the learned represen-

tation on the target domain. Finally, we observe the perfor-

mance gap between the random selection and our approach

is reduced as K increases due to the availability of sufficient

training data.

Source model for pseudo-label generation, per-class
clustering and selection In Tab.6, we document the re-

sults of neglecting the self-supervision step. Specifically,

we use the source backbone for generating pseudo-labels,

per-class clustering, and selecting support set samples from

target domain data, and adapting it using the selected sup-

port set. From the results, we notice a significant difference

between using the backbone of the source model alone and

the backbone trained on the BYOL task. This clearly indi-

cates the impact of self-supervision in the selection process

as it bridges the domain shift gap between source and tar-

get domains by learning useful target features for a robust

selection of the support set. Furthermore, in Tab. 8, we
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Selection Method Adapted Model Bal
PACS

1-shot 5-shot 10-shot

Random [46]
f � 81.6 86.1 87.6

f ′ � 84.3 85.9 87.9

Ours f ′ x 84.5 87.9 87.9

f ′ � 85.6 88.4 88.6
Table 5. A comparison of few-shot adaptation test results for random selection and our approach under different settings of adapting BYOL

trained backbone, i.e., f ′ and the source backbone f , in addition to, class-balanced (Bal) support sets.

SelectNAdapt

f f ′
PACS

1-shot 5-shot 10-shot

� x 79.6 85.5 87.6

� � 84.5 87.9 87.9
Table 6. We compare the few-shot adaptation results of using only

the backbone of the pre-trained source model (f ) for pseudo-label

generation, per-class clustering, and model adaptation against us-

ing additionally self-supervision i.e. the backbone trained using

BYOL (f ′).

Self-Supervision
PACS

1-shot 5-shot 10-shot

BYOL [15] 84.5 87.9 87.9

SwAV [3] 86.1 87.7 88.2
Table 7. A comparison of averaged few-shot adaptation test re-

sults for training the source backbone with BYOL and SwAV in

our support set selection pipeline on the target domains of PACS

dataset.

Pseudo-labelling

f f ′
PACS

1-shot 5-shot 10-shot

� x 84.6 87.5 87.7

x � 84.3 87.4 87.9

� � 84.5 87.9 87.9
Table 8. We show a comparison of averaged few-shot adaptation

test results for using different combinations of source f and self-

supervised (BYOL) backbones f ′ to generate pseudo-labels.

study the effect of using different combinations of source

and self-supervised (BYOL) backbones i.e. f and f ′, to

generate pseudo-labels. Combining the former with the lat-

ter to form an ensemble prediction has a slightly better per-

formance across all K-shot adaptation cases compared to

using each backbone individually. Ensemble models are

well-known to yield more accurate predictions than indi-

vidual model predictions [18] since individual models may

be prone to bias/variance errors.

Performance with SwAV self-supervised task We con-

duct an experiment to analyse the performance of our sup-

port set selection, however, using a different contrastive

learning self-supervised task, namely, SwAV [3]. SwAV

is a classification self-supervised task that enforces con-

sistent cluster assignment prediction for each data sample

under different augmentations. This experiment aims to

demonstrate that our support set selection is agnostic to the

selected self-supervision objective. To this end, we con-

duct an experiment using PACS dataset, where we train the

source backbone f using the target domain data on the task

of SwAV following the implementation of [3]. Like BYOL,

we use the backbone model f ′ and the projector network q
from SwAV in the remaining steps of the selection pipeline.

Tab. 7 shows that SwAV yields even improved performance

in the few-shot adaptation. The results show improvement

at K=1-shot compared to BYOL and on-par performance at

5 and 10-shots. These results imply that our selection mech-

anism does solely depend on BYOL and can still function

well using other self-supervision methods.

4.6. Discussion

Our SelectNAdapt algorithm yields effective few-shot

adaptation results compared to other selection baseline in

the context of image recognition. However, as a part of the

future work, support set selection for few-shot adaptation

tasks such as image segmentation could be a investigated.

5. Conclusion
We presented a support set selection approach from the

target domain data for few-shot domain adaptation. Our

approach by leveraging self-supervision, pseudo-labelling,

per-class clustering and the Euclidean distance as a scoring

metric has effectively boosted the adaptation performance

and dominated random selection as well as loss-based se-

lection approaches, namely, entropy and MC-dropout. Fur-

thermore, our selection approach avoids the need to access

ground-truth of target data making it more practical com-

pared to prior work. We have also compared to few-shot

transfer learning baselines where again, our selection has

demonstrated that proper selection of support samples is

sufficient to improve the adaptation performance. We ob-

served on three image recognition benchmarks that careful

selection of the support set from the target domain data sig-

nificantly impacts on few-shot domain adaptation.
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